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Streszczenie

Przedstawiony cykl artykułów poświęcony jest teoretycznemu przewidywaniu parame-
trów odpowiedzi dynamicznej nanostrukturalnych magnetyków na zmienne pole ma-
gnetyczne bardzo wysokiej częstotliwości i o wysokiej amplitudzie, analizowanych jako
materiały na rdzenie magnetyczne. Potencjalnym polem zastosowań tzw. wysokoczę-
stościowych nanokompozytów magnetycznych są mikroprzetworniki napięcia (konwer-
tery mocy) do integrowania z układami mikroelektronicznymi. Kluczową ze względu
na straty mocy (na prądach wirowych) własnością analizowanych struktur magnetycz-
nych jest wysoki opór elektryczny, związany z separacją nanocząstek oraz małe rozmiary
(metalicznych) nanonocząstek. Za pomocą symulacji mikromagnetycznych wyznaczono
przebiegi czasowe funkcji odpowiedzi magnetycznej (magnetyzacji) układów superfer-
romagnetycznych i superparamagnetycznych (siatek nanocząstek ferromagnetycznych w
matrycach dielektrycznych) oraz antyferromagnetycznego izolatora.

Rozważone zostały możliwości wzmocnienia odpowiedzi dynamicznej za pomocą
statycznego pola porządkującego, wyboru kształtu nanocząstek magnetycznych, zasto-
sowania rotującego pola wymuszającego zamiast liniowo spolaryzowanego. Trudno-
ściami symulacji były: sformułowanie modelu mikromagnetycznego superferromagne-
tyka, uwzględnienie fluktuacji termicznych w dynamice superparamagnetyków, uwzględ-
nienie złożonej anizotropii w wielodomenowej strukturze dwupodsieciowego antyferro-
magnetyka. Wyniki pozwoliły stwierdzić, że

1. zależność od częstości funkcji odpowiedzi warstw kompozytów superferromagne-
tycznych na dynamiczne pole magnetyczne jest podobna jak odpowiedzi jednorod-
nych ferromagnetyków, jednak nieliniowe efekty odpowiedzi dynamicznej silnie
zależą od struktury kompozytu;

2. wartość przenikalności magnetycznej kompozytów superparamagnetycznych w za-
kresie mikrofalowym częstości może być kilkukrotnie większa od przenikalności
magnetycznej próżni, co uzasadnia ich potencjalne zastosowanie w konwersji mocy;

3. tak zwany performance factor (iloczyn podatności magnetycznej i częstotliwości
𝜒 𝑓 ) antyferromagnetycznego izolatora może osiągać wartości porównywalne do
układów ferromagnetycznych, co uzasadnia rozważenie antyferromagnetyków jako
materiałów magnetycznych do zastosowań w ekstremalnie wysokich częstotliwo-
ściach.
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Abstract

The presented series of papers is devoted to the theoretical prediction of the dynamic re-
sponse parameters of nanostructured magnets to alternating magnetic fields of very high
frequency and high amplitude, analyzed as materials for magnetic cores. A potential field
of application of so-called high-frequency magnetic nanocomposites is voltage microcon-
verters for integration into micro-electro-mechanical systems. The key property of the
analyzed magnetic structures, due to power losses (on eddy currents), is the high electrical
resistance associated with the separation of nanoparticles and the small size of (metallic)
nanoparticles. Using micromagnetic simulations, the time courses of the magnetic re-
sponse functions (magnetization) of superferromagnetic and superparamagnetic systems
(lattices of ferromagnetic nanoparticles in dielectric matrices) and an antiferromagnetic
insulator were determined.

The possibilities of enhancing the dynamical response with a static ordering field,
choice of the shape of magnetic nanoparticles, use of a rotating driving field instead
of a linearly polarized one were considered. The difficulties of the simulations were
the formulation of a model of a micromagnetic superferromagnet, the consideration of
thermal fluctuations in the dynamics of superparamagnets, the consideration of complex
anisotropy in the multi-domain structure of a two-lattice antiferromagnet. The results
made it possible to conclude that

1. the frequency dependence of the response function of superferromagnet composite
layers to a dynamic magnetic field is similar to the response of homogeneous ferro-
magnets, but the nonlinear effects of the dynamic response strongly depend on the
structure of the composite;

2. the value of the magnetic permeability of superparamagnet composites in the mi-
crowave frequency range can be several times greater than the magnetic permeability
of a vacuum, which justifies their potential use in power conversion;

3. the so-called performance factor (the product of magnetic susceptibility and fre-
quency 𝜒 𝑓 ) of an antiferromagnet insulator, can reach values comparable to fer-
romagnet systems, justifying the consideration of antiferromagnets as magnetic
materials for applications at extremely high frequencies.
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Chapter 1

Objectives and motivation

The transmission of electrical energy inside increasingly complex electronic circuits is be-
coming a problem for the development of automation systems. Especially for applications
requiring weight reduction (aviation, but also aerospace), high-performance microdevices
are needed to convert the parameters of electric current. Micro-powerconverters (trans-
formers and inductors) are a promising alternative to electronic power conversion systems.
The use of magnetic cores in them can improve the characteristics of these devices. How-
ever, miniaturization of power converters is associated with the need to raise the operating
frequency to compensate for magnetic field fluxes that decrease with size. Another po-
tential application of magnetic materials operating at high frequencies are the stators of
electric micromotors.

In metallic magnets, as the frequency increases, the level of power losses increases
exponentially, and the main component is the losses associated with the creation of eddy
currents. A proposal for reducing losses are magnetic nanocomposites consisting of two
phases:

• a dielectric matrix that increases the average resistance of the material, thereby
reducing currents flowing through the composite and, hence, eddy current losses;

• the actual magnetic material (usually ferromagnetic) in the form of nanoparticles.
With a significant concentration of magnetic nanoparticles, the matrix can be doped

with magnetic ions and change its magnetic properties, leading to the formation of a
superferromagnetic phase – a phase with the desired high saturation magnetization. Un-
fortunately, this is associated with a significant reduction in electrical resistance, especially
in the high frequency range. At sufficiently low concentrations, nanoparticles only inter-
act with each other through a magnetostatic field, forming a superparamagnetic phase.
Despite close tozero average saturation magnetization, superparamagnetic materials are
now being considered for high-frequency applications, including microconverter cores.

The purpose of this dissertation is to determine the parameters of the high-frequency
magnetic response of the supermagnetic phases of periodic magnetic nanoparticle systems
– materials considered optimal for high-frequency applications, i.e., those containing no
rare earth elements and with the highest possible saturation magnetization. Numerical
simulations of ideally periodic systems make it possible to determine the limits of mag-
netic response enhancement, in isolation from technological limitations on the quality of
nanostructured materials.

As a result of the study, we conclude that
1. the frequency-dependent function of the response of layered superferromagnetic

composites to a dynamic magnetic field from the microwave range is similar to the
response of homogeneous ferromagnets, but the nonlinear effects of the dynamic

5



CHAPTER 1. OBJECTIVES AND MOTIVATION

response strongly depend on the structure of the composite;
2. the amplitude of the magnetic permeability of superparamagnetic composites in

the microwave frequency range can be several times higher than the magnetic
permeability of a vacuum, which justifies their potential use in power conversion;

3. the so-called performance factor (product of magnetic susceptibility and frequency,
𝜒 𝑓 ) of an antiferromagnetic insulator in the sub-THz frequency range can reach
values comparable to ferromagnetic systems, which justifies consideration of anti-
ferromagnets as magnetic materials for applications at extremely high frequencies.
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Chapter 2

High frequency magnetic composites

2.1 On-chip power conversion
The expansion of electronic circuits results in high power consumption and requires
the transmission of electric current over distances that are significant in the scale of
the components of these circuits. Miniaturization of electronics leads to the need for
efficient voltage microconverters (power converters). Nowadays, converting circuits of
so-called power electronics are sometimes replaced by high-performance microinductors
and microtransformers. While the use of magnetic cores is an obvious way to improve the
efficiency of power conversion in transformers for electrical engineering applications, the
miniaturization required in electronics is related to the significant difficulty of integrating
magnetic components. The miniaturized converter must operate at very high frequencies
to compensate for the low values of magnetic flux which results from the limited winding
area. However, high magnetic permeability materials used in transformer cores are good
conductors of electric current, and the inhomogeneities present in them, moving under
the action of the external magnetic field, generate eddy currents (further locally amplified
by the skin effect) and therefore power losses. Increasing exponentially with frequency,
these losses can lead to complete uselessness of the magnetic core.

To characterize the quality of the magnetic core, one notices that the converted power
is proportional to the electromotive force and, in the case of a linear or weakly nonlinear
core response, to the product of the frequency and amplitude of the magnetic field flux.

𝑃 ∝ 𝑓Φ.

The conversion efficiency is the ratio of the transferred power to the power generated in
the primary circuit of the converter, i.e. the power in the secondary circuit plus the value
of the total power loss 𝑃𝑠:

𝜂 =
𝑃

𝑃 + 𝑃𝑠
.

The parameter 𝑃𝑠 is the sum of the contributions from eddy current losses and the
so-called magnetic hysteresis losses (resulting from the core remagnetization itself -
independent of the creation of eddy currents).

In past years, advances have been made in the topic of on-chip power conversion:
[DWL+23; HWZ+21; MSS+15; WDS+16].

Appendix A contains notable information on content and manufacturing of magnetic
composites applicable in high frequencies.

7



CHAPTER 2. HIGH FREQUENCY MAGNETIC COMPOSITES

2.2 Magnetic cores and magnetic composite cores
In power conversion, the goal is to maximize the induced electromotive force while
minimizing power losses. Losses 𝑃𝑠 are divided into magnetic losses (so-called hysteresis
losses 𝑃h) and eddy current losses 𝑃ec (arising from dynamical changes in the spatial
magnetic structure – domains) – ([KBF+13; PWKF18]).

𝑃𝑠 = 𝑃h + 𝑃ec.

In the high-frequency (subGHz) frequency range, the Steinmetz scaling algorithm
([NSSP19; SSNW07]) is used to describe losses in complex magnetic cores (composites),
hysteresis loops can be analyzed using the same approach [VK14].

𝑃 = 𝑝1 𝑓
𝑥𝐵

𝛽−𝛼𝑥
𝑚 + 𝑝2 𝑓

2𝑥𝐵
𝛽−2𝛼𝑥
𝑚 ,

where
• 𝑓 is the frequency of the driving field of amplitude of 𝐵𝑚;
• exponent of the power of the frequency refers to the (non)linearity of the response.

For 𝑥 = 1, a linear response is analyzed;
• two terms of the Steinmetz equation ([Ste92]) are summed to take into account

possible nonlinearities;
• 𝑝1, 𝑝2, 𝑥, 𝛽, 𝛼 are fitting coefficients, unique for each material.
The general idea behind this equation is to represent the losses as an electromotive

force multiplied by a certain constant derived from the geometry of the system, material
parameters, etc., which constants can be fitted to the experimental results as ([VK14])
𝑘 𝑓 𝑚𝐵𝑛.

Magnetic losses are proportional to the area covered by the hysteresis loop (cf. fig. 2.1
and eq. (2.2.1)) in the 𝑀 − 𝐻 plot.

𝑃ℎ ∝
∫

𝐵 d𝐻 (2.2.1)

The shape and width of the (dynamic) hysteresis loop can strongly depend on the remag-
netization frequency.

Figure 2.1: Hysteresis losses are directly related to area of hysteresis – [PWKF18]

8 2.2. MAGNETIC CORES AND MAGNETIC COMPOSITE CORES



CHAPTER 2. HIGH FREQUENCY MAGNETIC COMPOSITES

Eddy currents are formed [KTPT92] due to the time-varying vector potential of the
magnetic field:

®𝐽 = −𝜕
®𝐴
𝜕𝑡

In magnetic composites, the losses associated with them can be divided into parts related
to charge flows between magnetic particles and flows within the particles:

𝑃ec = 𝑃inter + 𝑃intra

and these losses are due to electrical resistance, cf. fig. 2.2.

Figure 2.2: Possible paths of eddy currents in magnetic nanocomposite – origin of eddy
currents losses – [PWKF18]

Finite element method is used to simulate magnetic materials. Numerical calculations
are costly - requiring significant resources and time, so possible other ways to analyze eddy
current losses are being sought. An analysis of (semi-analytical) methods for cuboidal
iron nanoparticles in an epoxy resin matrix has been carried out in [CRD21]. The analysis
used the homogenization method ([Iga17]). A subtype of eddy current losses associated
with inter-particle flows are excess losses - associated with the forced movement of
domain walls between large, encompassing multiple magnetic particles domains [Ber88;
KBF+13]. However, eddy current models are very complex, involving the full system of
Maxwell’s equations, and the approximations used to solve them can fail especially in the
range of high frequencies and large amplitudes of driving fields.

2.2. MAGNETIC CORES AND MAGNETIC COMPOSITE CORES 9
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Chapter 3

Elements of macroscopic description of
magnetization dynamics

3.1 Dynamical equation of magnetization in ferromag-
nets and supermagnets

3.1.1 Landau-Lifshitz-Gilbert equation
The dynamical equation of the normalized magnetization �̂� is the Landau-Lifshitz-Gilbert
equation ([Gil04; Gil55; LL37]) of the form

𝜕�̂�

𝜕𝑡
=

Prec.

𝛾�̂� × ®𝐻eff −

Diss.

𝛼�̂� × 𝜕�̂�

𝜕𝑡
,

whose right-hand side contains the precession and dissipation terms. The effective mag-
netic field ®𝐻eff is determined from the density of the Hamiltonian as the

®𝐻eff ≡ − 1
𝜇0𝑀𝑠

𝛿Hsum
𝛿�̂�

.

The energy density of a ferromagnet is given by the sum of the following contributions:
1. exchange energy density

Hex = 𝐴 (∇�̂�)2 .

2. single-ion magnetocrystalline anisotropy energy density:

Han =

{
𝐾1 sin2(𝜃) + 𝐾2 sin4(𝜃) + . . . Uniaxial anisotropy
𝐾0 + 𝐾1

(
𝛼2

1𝛼
2
2 + 𝛼

2
2𝛼

2
3 + 𝛼

2
3𝛼

2
1

)
+ 𝐾2

(
𝛼2

1𝛼
2
2𝛼

2
3

)
Cubic anisotropy,

where
• 𝜃 is the angle between magnetization and easy axis;
• 𝛼𝑖 is the cosine of angle between magnetization and the 𝑖-th axis of the cubic

crystal;
3. demagnetization energy density

H𝑑 ≈ −𝜇0
2

®𝐻𝑑 · ®𝑀.

®𝐻𝑑 (𝑟) ≡ −
∫
𝑉

𝜌(®𝑟′) (®𝑟′ − ®𝑟)
4𝜋 |®𝑟 − ®𝑟′|3

d®𝑟′ +
∫
𝑆

𝜎(®𝑟′) (®𝑟′ − ®𝑟)
4𝜋 |®𝑟 − ®𝑟′|3

d®𝑟′ ,
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CHAPTER 3. ELEMENTS OF MACROSCOPIC DESCRIPTION OF MAGNETIZA-
TION DYNAMICS

where 𝜌(®𝑟)
(
≡ −𝑀𝑠

®∇ · ®𝑚(®𝑟)
)

and 𝜎(®𝑟) (≡ 𝑀𝑠 ®𝑚(®𝑟) · �̂�(®𝑟)) denotes, respectively,
volume and surface density of magnetic charges;

4. Zeeman energy density – effect of external field on magnetization

H = −𝑀𝑠
®𝐻 · �̂�.

In superferromagnets ([P1]), the dynamics of magnetization is described by the LLG
equation as well, but the inhomogeneity of the structure is incorporated as the inhomo-
geneity of the equation’s parameters. In the case of superparamagnets ([P2; P3; P4]),
magnetization is non-zero only in the region of magnetic particles, and it disappears in the
area of the (non-magnetic) matrix. In case of superantiferromagnets ([P5]) nanoparticles
(and domains in bulk) do not interact with each other due to zero demagnetization field.

3.1.2 Determination of macroscopic material parameters from ex-
perimental data

The magnetic subsystem of a superferromagnet includes magnetic particles and a di-
electric matrix. Thus, micromagnetic simulations require knowledge of the macroscopic
parameters of the magnetic subsystem: anisotropy constants, exchange stiffness, both for
the region of metallic nanoparticles (we can use here parameters of the bulk magnetic
material which are known), and for the matrix region. Determination of the magnetic
parameters of the matrix requires their extraction from experimental data with the help of
a magnetic model of the inhomogeneous medium. We use the model of random magnetic
anisotropy (RMA model – [ABC78]). The model assumes that there is local magnetic
anisotropy in a granular magnetic medium with a random orientation of the anisotropy
axis due to the local distribution of the magnetite grains. In RMA model developed by
Herzer ([Her05]), there is also global anisotropy, i.e. the granular structure of the magnetic
composite is not completely independent of the magnetization state of the system during
its solidification. According to the RMA model, the average random anisotropy constant
scales with the number 𝑁 of magnetic particles, forming a local anisotropic structure. It
proposes the existence of an effective exchange constant (spin stiffness), depending on
the anisotropy constants and value of the coercivity field, transverse to the easy axis of
global anisotropy. The relationship between the magnetization of nanoparticles and the
matrix and the resultant magnetization of the system, as well as the relationship between
the spin stiffnesses of the nanoparticles, the matrix and the effective spin stiffness of the
system are part of the RMA model, and they allow us to determine the corresponding
material constants of the magnetic substructure of the dielectric matrix when formulating
numerical model of the superferromagnetic nanocomposite.

If in the volume 𝑉ex(≡ 𝐿3
ex)1 there are 𝑁

(
≡

[
𝐿ex
𝐷

]3
)

grains, where 𝐷 denotes the

size of the grain (magnetic nanoparticle)2, with different anisotropy directions, then, for
a finite number of 𝑁 , there is a certain local axis of easy magnetization. The average

1𝐿ex stands for magnetic correlation length – it’s a renormalized exchange length contrary to basic
exchange length 𝜆ex. Former can be obtained by substituting local anisotropy constant 𝐾1 by it’s averaged
value ⟨𝐾1⟩ [Her05].

2In consideration, we assume cubical nanoparticles of edge length equals to 𝐷

12 3.1. DYNAMICAL EQUATION OF MAGNETIZATION IN FERROMAGNETS AND
SUPERMAGNETS



CHAPTER 3. ELEMENTS OF MACROSCOPIC DESCRIPTION OF MAGNETIZA-
TION DYNAMICS

constant of uniaxial anisotropy can be determined as

⟨𝐾1⟩ =
|𝐾1 |√
𝑁

= |𝐾1 |
(
𝐷

𝐿ex

) 2
2

In addition, there may be global anisotropy of the superferromagnetic system charac-
terized by the constant 𝐾𝑢. The content of the magnetic phase in the composite formed
of cubic nanoparticles is determined by the ratio of its volume to the total volume, eq.

𝑥 ≡ 𝐷3

(𝐷 + Λ)3 ,

where Λ is the distance between nanoparticles.
There is also a critical ratio of the magnetic phase content 𝑥𝑐, above which spontaneous

magnetization occurs in the system. Renormalizing the magnetic phase content ratio into

𝑥𝑝 ≡
1 − 𝑥
1 − 𝑥𝑐

,

such that

𝑥𝑝 −−−−→
𝑥→𝑥+𝑐

0,

𝑥𝑝 −−−−→
𝑥→1−

1.

The effective exchange constant of the composite is given by

�̄�ex =

(
𝑥𝑝
√
𝐾𝑢𝐾

2
1𝐷

3

𝜇0�̄�𝑠𝐻cy

) 2
3

,

where 𝐻cy is the coercivity field for the hysteresis obtained when the field is aligned along
the direction of the hard axis ([WMZL12]) and 𝐾1 denotes unique anisotropy axis of
given nanoparticle.

Knowing the material parameters of the nanoparticles, the magnetic parameters of the
matrix will be obtained from the following relations

𝑀𝑑
𝑠 =

�̄�𝑠 − 𝑥𝑝𝑀𝑚
𝑠

1 − 𝑥𝑝

𝐴𝑑ex =

(
𝑥
− 1

3
𝑝 − 1

)2
�̄�ex𝐴

𝑚
ex(

𝑥
− 1

3
𝑝

√︁
𝐴𝑚ex −

√
�̄�

)2 .

3.2 Linear response of ferromagnets and supermagnets
to an external dynamical field

3.2.1 Ferromagnetic resonance
Magnetic resonance ([Coe10; KM18; Yal13]) occurs when an alternating magnetic field
of frequency equal to the Larmor frequency is applied. If a constant field 𝐵 and transverse
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to it alternating field 𝑏(𝑡) of high frequency act on the magnetic moment, the Larmor
frequency

𝑓𝐿 ≡ 𝛾𝐵

2𝜋
determines the amplitude of dynamical response. In thin ferromagnetic layers, in the
situation of a driving field directed along the axis of magnetization and a constant field
directed in the plane of the layer along the hard axis, resonance occurs in the dynamical
response at a certain value of the Larmor frequency. An important role for the resonance
is played by the demagnetization field, which forces the magnets to order in the plane of
the layer and can be included into effective description by means of uniaxial anisotropy
(of the easy plane type) by introducing demagnetization factors.

For simple magnets geometries, the demagnetization field is of the form −�̄� ®𝑀 , where

�̄� is the tensor of demagnetization factors, which is diagonal �̄� ≡

𝑁𝑥 0 0
0 𝑁𝑦 0
0 0 𝑁𝑧

 3.

The overall field inside takes the form

®𝐻tot =

Outer field

®𝐵 + ®𝑏(𝑡)
𝜇0

−
Demagnetization field

𝑁 ®𝑀 (3.2.1)

Assuming that the driving field is weak (𝑏 ≪ 𝐵), in the linear approximation, the

magnetization can be expressed as ®𝑀 ≈ 𝑀𝑠 �̂� +
®𝑚(𝑡)

®𝑚0 exp(𝑖𝜔𝑡) – we assume that ®𝐵 ∥ �̂� .
Then the demagnetization field is of the form

®𝐻𝑑 = −𝜇0
[
𝑁𝑥𝑚𝑥𝑖 + 𝑁𝑦𝑚𝑦 �̂� + 𝑁𝑧 (𝑚𝑧 + 𝑀𝑠) �̂�

]
The oscillating components of ®𝑚 satisfy the linearized equations (where𝐻0(≡ 𝐵

𝜇0
) ∥ 𝑂𝑍)4

d𝑚𝑥
d𝑡

= 𝛾0(𝑚𝑦𝐻𝑧 − 𝑀𝐻𝑦) = 𝛾0 [𝐻0 + (𝑁𝑦 − 𝑁𝑧)𝑀]𝑚𝑦

d𝑚𝑦

d𝑡
= 𝛾0(−𝑚𝑥𝐻𝑧 + 𝑀𝐻𝑥) = −𝛾0 [𝐻0 + (𝑁𝑥 − 𝑁𝑧)𝑀]𝑚𝑥

The frequencies of oscillatory solutions (eigenvalues of the matrix of coefficients) of
the above system of equations can be found under the condition of zero determinant���� 𝑖𝜔 𝛾0 [𝐻0 + (𝑁𝑦 − 𝑁𝑧)𝑀]

−𝛾0 [𝐻0 + (𝑁𝑥 − 𝑁𝑧)𝑀] 𝑖𝜔

���� = 0

In particular, the frequencies of ferromagnetic resonance (FMR) are ([Kit48; Kit51]).

𝜔2
0 = 𝛾2

0 [𝐻0 + [𝑁𝑥 − 𝑁𝑧]𝑀] [𝐻0 + (𝑁𝑦 − 𝑁𝑧)𝑀]
3Here and hereafter the symbol¯over 𝑁 is omitted.
4In literature 𝛾 is sometimes used in context of 𝛾0. It is therefore important to clearly state their values

used in this dissertation:
𝛾 ≡ 1.76 · 1011 Hz T−1

𝛾𝜇0 = 𝛾0 ≡ 2.21 · 105 m A−1 s−1.

14 3.2. LINEAR RESPONSE OF FERROMAGNETS AND SUPERMAGNETS TO AN
EXTERNAL DYNAMICAL FIELD



CHAPTER 3. ELEMENTS OF MACROSCOPIC DESCRIPTION OF MAGNETIZA-
TION DYNAMICS

Figure 3.1: Angles for determining ferromagnetic resonance frequencies from eq. (3.2.2)
– [DDF07]

The presence of magnetocrystalline anisotropy also affects the resonance frequency –
it provides an additional term to the eq. (3.2.1) of the vector length 𝐻𝑢 ≡ 2𝐾𝑢

𝑀𝑠
. In the paper

[DDF07] the following form of the equation for the ferromagnetic resonance frequency is
suggested (the angles are the same as those on fig. 3.1):(

𝜔

𝛾0

)2
=

[
𝐻0 cos(𝜑0 − 𝜑𝐻) − 𝐻𝑢 sin2(𝜑0) + 𝐻eff

]
[𝐻0 cos(𝜑0 − 𝜑𝐻) + 𝐻𝑢 cos(2𝜑0)] ,

(3.2.2)
where 𝐻eff ≡ 𝑀𝑠 − 2𝐾⊥

𝑀𝑠
with 𝐾⊥ being the perpendicular anisotropy constant relative to

the plane of the layer (PMA – Perpendicular Magnetic Anisotropy)5.
In the case of a sphere where all directions are equal (so 𝑁𝑥 |𝑦 |𝑧 = 1

2 ), the FMR
frequency is given by the

𝜔0 = 𝛾0

(
𝐻0 +

2𝐾𝑢
𝑀𝑠

)
.

For more complicated systems, for example, with magnetocrystalline cubic anisotropy,
one can find the relevant relations in the literature, e.g. [Coe10].

Ferromagnetic resonance excitation is a useful tool for studying magnetic properties
(saturation magnetization, easy axis directions and values of anisotropy constants) –
([FPW16; SML+21; Yal13]). Simultaneously, the magnetic resonance frequency limits
the operating frequency range of materials for magnetic cores of power converters, which
is associated with a significant phase shift of the magnetic response with respect to

5In general, the effect of PMA on FMR frequency is more complicated, but this is beyond the scope of
this dissertation.
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the driving field in the vicinity of resonance. The phase shift is accompanied by the
occurrence of dynamic hysteresis, and therefore power losses for core remagnetization.

3.2.2 Dynamic magnetic permeability and the Snoek limit
Let us consider a single-domain ferromagnet in an alternating magnetic field directed
along the versor �̂�, that is, ®𝐻 (𝑡) =

[
0, 𝐻𝑦 (𝑡), 0

]
with amplitude Amp(𝐻𝑦) transverse

to the direction of magnetization (easy axis 𝑂𝑋). In order to describe the oscillations
of magnetization around the equilibrium state �̂� = [1, 0, 0]), we introduce a complex
dynamic parameter 𝑚+(𝑡) ≡ 𝑚𝑦 (𝑡) + 𝑖𝑚𝑧 (𝑡).

Solution of the linearized equation of motion of the form

𝑚+(𝑡) =
[
𝐴𝑦 (𝜔) + 𝑖𝐴𝑧 (𝜔)

]
sin(𝜔𝑡) +

[
𝐶𝑦 (𝜔) + 𝑖𝐶𝑧 (𝜔)

]
cos(𝜔𝑡)

leads, through a Fourier transform, to the dependence of the dynamic magnetic suscepti-
bility/permeability on the frequency

𝜇(𝜔) ≡ 𝑚+(𝜔)
𝐻𝑦 (𝜔)

=
𝑀𝑠

Amp(𝐻𝑦)

{
𝐴𝑦 (𝜔) + 𝐶𝑧 (𝜔) + 𝑖

[
𝐴𝑧 (𝜔) − 𝐶𝑦 (𝜔)

]}
.

Introducing quantities

𝜔1 ≡ 𝛾0

(
2𝐾𝑢
𝜇0𝑀𝑠

+ 𝑀𝑠

)
,

𝜔2 ≡ 𝛾0
2𝐾𝑢
𝜇0𝑀𝑠

one can write the real and imaginary parts of the dynamic permeability as

𝜇
′ (𝜔) = 𝛾0𝑀𝑠

(𝜔 − 𝜔1)
(
𝜔2 − 𝜔1𝜔2

)
+ 𝛼2𝜔2 (𝜔 + 𝜔2)(

𝜔2 − 𝜔1𝜔2
)2 + 𝛼2𝜔2

(
𝛼2𝜔2 + 𝜔2

1 + 𝜔
2
2

) ,
𝜇

′′ (𝜔) = 𝛾0𝑀𝑠

𝛼𝜔
{
𝜔

[ (
1 + 𝛼2) 𝜔 − 𝜔2

]
− 𝜔1 (𝜔 − 𝜔1)

}(
𝜔2 − 𝜔1𝜔2

)2 + 𝛼2𝜔2
(
𝛼2𝜔2 + 𝜔2

1 + 𝜔
2
2

) ,
Zeroes of 𝜇′(𝜔) and 𝜇′′(𝜔) are very close to the frequency of ferromagnetic resonance

𝜔res ≡
√
𝜔1𝜔2.

It should be emphasized that, unlike in the previous subsection, ferromagnetic reso-
nance in the absence of a constant ordering field is considered here, and this resonance
arises from the choice of frequency of the driving field. The quantity

tan(𝛿𝜔) ≡
𝜇′′(𝜔)
𝜇′(𝜔)

is a performance characteristic of the magnetic material called the tangent of the loss
angle. In the case of magnetic layers, Amp[𝑚𝑧] ≪ Amp[𝑚𝑦] and

𝜇
′ (𝜔) ≈ 𝑀𝑠

Amp[𝑚𝑦] (𝜔)
Amp(𝐻𝑦)

cos(𝛿𝜔)

𝜇
′′ (𝜔) ≈ 𝑀𝑠

Amp[𝑚𝑦] (𝜔)
Amp(𝐻𝑦)

sin(𝛿𝜔)
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Then the magnetic losses can also be characterized by the ratio Amp[𝑚𝑧] (𝜔)
Amp[𝑚𝑦] (𝜔) , and the angle

of deviation of magnetization from the plane of the layer is close to the loss angle.
In the low-frequency limit 𝜔 → 0, the real part of the magnetic susceptibility tends

toward the value of 𝜇′(𝜔 → 0) = 𝛾0
𝑀𝑠

𝜔2
= 𝜇0

𝑀2
𝑠

2𝐾𝑢
, i.e.

(𝜇′ − 1)𝜔res = (𝛾0𝑀𝑠)2
(
1 + 𝐻an

𝑀𝑠

)
.

This is the Snoek [AD08; Sno48] relation which defines the maximum value of the real
part of the magnetic susceptibility (reached in the low-frequency limit), called the Snoek
limit. Its breakthrough would be considered an an overcome of fundamental difficulty in
improving magnetic materials.

3.2.3 Thermal fluctuations of the magnetic moment of a ferromag-
netic particle and dynamical response in the presence of fluc-
tuations

The benchmark for studying the dynamics of superparamagnetic composites is the Brown’s
theory of thermal fluctuations in a single-domain ferromagnetic particle. For nanoparticles
with very small volume, the fluctuations of their magnetic moments are very strong even
at temperatures well below room temperature and cannot be ignored in the analysis of the
dynamical response.

Brown’s theory[Bro63] is based on a distribution function 𝑤(�̂�, 𝑡, 𝑇), which is ex-
pressed with the magnetic moment orientation angles 𝜃 and 𝜙: ®𝑀

| ®𝑀 |
= �̂� = [sin 𝜃 cos 𝜑, sin 𝜃 sin 𝜑, cos 𝜃].

For particles with uniaxial anisotropy 𝑤(𝜃, 𝜑, 𝑡, 𝑇) = 𝑤(𝜃, 𝑡, 𝑇).
The dynamical equation of the distribution function obtained from the Larmor equa-

tion (Landau-Lifshitz-Gilbert for a homogeneous system) within Fokker-Planck scheme
([Fok14; Pla17]), we mean assuming the presence of drift and diffusion terms in the
equation and specifying of the correlation functions of the magnetic field components
given as ([Bro63])

⟨𝐻th,𝑖 (𝑡), 𝐻th, 𝑗 (𝑡 + 𝜏)⟩ =
2𝛼𝑘𝐵𝑇
𝛾0𝜇0𝑀𝑠

𝛿𝑖 𝑗𝛿(𝜏).

An algebra leads to a Smoluchowski-type evolution equation[Smo16a; Smo16b]:

𝜕𝑤

𝜕𝑡
=
𝜕

𝜕𝑦

[
(1 − 𝑦2)

(
ℎ
𝜕H
𝜕𝑦

𝑤 + 𝐷𝜕𝑤
𝜕𝑦

)]
,

where:
• 𝑦 ≡ cos 𝜃;
• H is the Hamiltonian of macrospin;
• coefficients (of diffusion and drift) are given by

ℎ ≡ 𝛾𝛼

𝑀 (1 + 𝛼2)
; 𝐷 ≡ ℎ𝑘𝐵𝑇

𝑉
.

Separating the variables and expanding the angular part of the distribution function
with Legendre polynomials 𝑃𝑙 (𝑦) one obtains

𝑤(𝜃, 𝑡, 𝑇) = 𝑤0(𝜃, 𝑇) + exp
(
−𝑉H(𝜃)

𝑘𝐵𝑇

) ∞∑︁
𝑙=1

𝐴𝑙𝑃𝑙 (cos 𝜃) exp(−𝑝𝑙𝑡),
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where

𝑝𝑙 =
ℎ𝑘𝐵𝑇

𝑉
𝑙 (𝑙 + 1) 𝑤0(𝜃, 𝑇) =

exp
(
−𝑉H(𝜃)

𝑘𝐵𝑇

)
𝑍

𝑍 = 2 exp
(
−𝑉H(0)

𝑘𝐵𝑇

)
𝐴𝑙 (𝑦) ≡

2𝑙 + 1
2

exp
(
−𝑉H(𝑦)

𝑘𝐵𝑇

)
𝑃𝑙 (𝑦)

The dynamical response of a magnetic particle is determined in two fundamental
temperature regimes. In the high-temperature regime (the low-energy-barrier regime
𝐾𝑉 ≪ 𝑘𝐵𝑇), for this purpose, one uses the autocorrelation function of the magnetization:

⟨𝛿𝑀𝑧 (𝑡)𝛿𝑀𝑧 (0)⟩
𝑀2 =

∫ 1

−1

∫ 1

−1
𝑦𝑦′𝑤(𝑦, 𝑦′, 𝑡)𝑤0(𝑦′) d𝑦′ d𝑦 =

1
3

exp(−𝑝𝑙𝑡),

where 𝑤(𝑦, 𝑦′, 𝑡) is the distribution function at the initial condition of state 𝑦′ being filled
– the density of transition probability.

In the high-energy-barrier regime𝐾𝑉 ≫ 𝑘𝐵𝑇 (low-temperature regime), the magnetic
moment of the particle weakly deviates from its equilibrium states, and the dynamical
equation of the distribution function takes the form of a continuity equation

𝜕𝑤

𝜕𝑡
=

1
2𝜋

𝜕𝐼

𝜕𝑦
,

(the probability of occupancy of the magnetization state flows over time similarly to
the particle fluid). The stationary solution of the evolution equation of the distribution
function is 𝐼 = const, which means that the distribution function satisfies the linear
equation

sin 𝜃
(
ℎ
𝜕H
𝜕𝜃

𝑤 + 𝐷𝜕𝑤
𝜕𝜃

)
=
𝐼

2𝜋
(3.2.3)

If a probability current of density 𝐼 flows between the low-energy macrospin states
𝜃 ≈ 0 and 𝜃 ≈ 𝜋 (𝑊1 and𝑊2, respectively) filled with probabilities

𝑊1(𝑡) ≈
2𝜋𝑤(0, 𝑡, 𝑇)

exp
(
−𝑉H(0)

𝑘𝐵𝑇

) ∫ 𝜃1

0
exp

(
−𝑉H(𝜃)

𝑘𝐵𝑇

)
sin 𝜃 d𝜃

𝑊2(𝑡) ≈
2𝜋𝑤(𝜋, 𝑡, 𝑇)

exp
(
−𝑉H(𝜋)

𝑘𝐵𝑇

) ∫ 𝜋

𝜃2

exp
(
−𝑉H(𝜃)

𝑘𝐵𝑇

)
sin 𝜃 d𝜃 ,

where 𝜃1 and 𝜃2 are certain cutoff parameters associated with the width of the potential
well, then the probability current density has the form

𝐼 = − ¤𝑊1 = ¤𝑊2.

Integration of eq. (3.2.3) leads to the form

𝑤(𝜃2, 𝑡, 𝑇) exp
(
𝑉H(𝜃2)
𝑘𝐵𝑇

)
−𝑤(𝜃1, 𝑡, 𝑇) exp

(
𝑉H(𝜃1)
𝑘𝐵𝑇

)
= − 𝑉𝐼

2𝜋𝑘𝐵𝑇ℎ

∫ 𝜃2

𝜃1

𝑤(𝜃, 𝑡, 𝑇) exp
(
𝑉H(𝜃)
𝑘𝐵𝑇

)
𝑠𝑖𝑛𝜃

d𝜃 ,
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which makes it possible to write a master equation describing the evolution of a macrospin
between two discrete states

¤𝑊1 − ¤𝑊2 = −
2ℎ exp

(
− 𝑉𝐾
𝑘𝐵𝑇

)
𝐼𝑚

[𝑊2(2𝐾 + 𝜇0𝐻𝑧𝑀) −𝑊1(2𝐾 − 𝜇0𝐻𝑧𝑀)] , (3.2.4)

where

𝐼𝑛 ≡

√︄
2𝜋𝑘𝐵𝑇

−𝑉H ′′(𝜃𝑚)
≈

√︂
𝜋𝑘𝐵𝑇

𝑉𝐾
, H(𝜃𝑚) ≡ max

{
H(𝜃)

}
.

The master equation is solved with the constraint𝑊1 +𝑊2 = 1. Through the definition
of averaged magnetic moment ⟨𝑚𝑦⟩ = 𝑊1 −𝑊2, given the above constraint, the master
equation (eq. (3.2.4)) can be formulated as the evolution equation of averaged moment

d⟨𝑚𝑦⟩
d𝑡

= −𝜏−1⟨𝑚𝑦⟩ + Θ𝐻𝑦 (𝑡), (3.2.5)

where
• the relaxation factor of 𝜏−1 is given by

𝜏−1 ≡ 2𝛾𝛼
1 + 𝛼2

4𝐾
𝑀𝑠

√︂
𝐾𝑉

𝜋𝑘𝐵𝑇
exp

(
− 𝐾𝑉
𝑘𝐵𝑇

)
;

• the coefficient of the effect of the external field on the state of the macrospin Θ – by

Θ =
1
𝜏

𝜇0𝑀𝑠

4𝐾
.

For 𝐻𝑦 (𝑡) = 𝐻 sin(𝜔𝑡), the specific solution to eq. (3.2.5) takes form

⟨𝑚𝑦 (𝑡)⟩ =
𝜇0𝑀𝑠𝐻

4𝐾
𝜏−1

√
𝜔2 + 𝜏−2

sin(𝜔𝑡 + 𝜙), 𝜙 ≡ − arctan
(

1
𝜔𝜏

)
.

The amplitude of the response function

⟨𝑚𝑦⟩𝜔 =
𝜇0𝑀𝑠𝐻

4𝐾
𝜏−1

√
𝜔2 + 𝜏−2

dla 𝐾𝑉 ≫ 𝑘𝐵𝑇

determines dynamic susceptibility.
In the high-temperature regime (low barrier regime – 𝐾𝑉 ≪ 𝑘𝐵𝑇), the amplitude of

the response can be determined by the Fourier transform of the autocorrelation function.
One finds

⟨𝑚𝑦⟩𝜔 =
𝑉𝜇0𝑀𝑠𝐻

3𝑘𝐵𝑇
𝜏−1

1√︃
𝜔2 + 𝜏−2

1

,

where
𝜏−1

1 =
2𝛾𝛼

𝑀𝑠 (1 + 𝛼2)
𝑘𝐵𝑇

𝑉
.
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Analyzing the amplitude of the dynamical response as a function of temperature for a
fixed frequency, one finds

⟨𝑚𝑦⟩𝜔 −−−→
𝜏→0

0,

⟨𝑚𝑦⟩𝜔 −−−−→
𝜏→∞

0.

The temperature at which the ⟨𝑚𝑦⟩𝜔 reaches its maximum is called the paramagnetic
blocking point. The paramagnetic blocking effect is a special case of the phenomenon
of stochastic resonance, i.e. reaching the temperature maximum of amplitude of the
dynamical response of a classical bistable system subject to thermal fluctuations, which
can be considered as random changes in the height of the potential barrier separating two
local minima of this potential. In the simplest case of a single particle described by the
dynamic equation [GHJM98]

¤𝑥(𝑡) = −𝑉 ′(𝑥) + 𝐴0 cos(Ω𝑡 + 𝜑) + 𝜉 (𝑡),
where

• (symmetrical) potential is given by

𝑉 (𝑥) = −𝑎
2
𝑥2 + 𝑏

4
𝑥4; (3.2.6)

• ′ marks spatial derivative;
• driving field of amplitude 𝐴0, frequency Ω and phase shift 𝜑 is applied;
• fluctuations (of thermal origin) are characterized by white noise of gaussian function

with zero mean. This white noise’s correlation function is of the form of

⟨𝜉 (𝑡)𝜉 (0)⟩ = 2𝐷𝛿(𝑡)

with intensity 𝐷 ∼ 𝑇 .
A scheme of cyclic dynamics described by the above equation and the (numerically

determined) average value of the dynamical parameter (as shown on fig. 3.2) as a function
of temperature (for three different ratios between 𝐴0, distance between minimas from
fig. 3.3 and height of potential well) are shown on basis of [GHJM98].

20 3.2. LINEAR RESPONSE OF FERROMAGNETS AND SUPERMAGNETS TO AN
EXTERNAL DYNAMICAL FIELD



CHAPTER 3. ELEMENTS OF MACROSCOPIC DESCRIPTION OF MAGNETIZA-
TION DYNAMICS

Figure 3.2: Average amplitude 𝑥 is a function of noise intesity 𝐷 – [GHJM98]

Figure 3.3: Transformation of wells given by eq. (3.2.6) – [GHJM98]
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Chapter 4

Key findings of the dissertation

The dissertation consists of five papers, devoted to micromagnetic simulations of the
dynamical response of supermagnetic phases, summarized below. The papers are referred
to with their designations: [P1] – [P5].

4.1 High-frequency magnetic response of superferromag-
netic nanocomposites – [P1]

Results were published in K. Brzuszek and A. Janutka. “High-frequency magnetic re-
sponse of superferromagnetic nanocomposites”. In: Journal of Magnetism and Magnetic
Materials, vol. 543, (2022), p. 168608. doi: 10.1016/j.jmmm.2021.168608 attached
on page 35.

In the paper, a micromagnetic model of a layered superferromagnetic nanocomposite
was formulated and its response to an alternating magnetic field with frequencies in the
subGHz and GHz range was simulated. For superferromagnets literature data was used to
obtain magnetic parameters of their matrices. For this purpose, specific, following from
the random magnetic anisotropy (RMA) model, relations between material parameters
of magnetic particles and matrices and measurable quantities (saturation magnetization,
transverse and longitudinal coercivity fields, size and concentration of nanoparticles) were
used.

The relaxation of magnetization of the trilayers of (Fe65Co35)0.75(Al2O3)0.25, (Fe65Co35)0.57
(SiO2)0.43, (Co)0.42(MgF2)0.58 and five-layers of (Fe65Co35)0.6(Al2O3)0.4 of magnetic cu-
bical nanoparticles from a disordered state shows the long-range (super)ferromagnetic
ordering present, with distinct domain structures.

The magnetic response to an alternating field directed in the plane of the layer trans-
verse to the axis of easy magnetization (that is lying in the plane as well) turned out to
be typical of ferromagnetic layers, with a characteristic frequency plot of the real and
imaginary part of the magnetic susceptibility. Details of the dynamics of composites of
different materials and different granularity deviate from each other. In simulations, we
observe the stability or oscillatory motion of the domain walls in successive cycles of the
dynamical response.

The strength of the exchange coupling between the nanoparticles affects the amplitude
of the dynamical response function and the dynamical permeability. In fig. 4.1 plots of
the frequency dependence of the real and imaginary parts of the magnetic permeability
are presented – values obtained from simulations of superferromagnet (blue lines) exceed
theoretical values (red lines) for one of the analyzed superferromagnetic nanocomposites.

23

https://doi.org/10.1016/j.jmmm.2021.168608


CHAPTER 4. KEY FINDINGS OF THE DISSERTATION

For the real part of the magnetic permeability, this is a very desirable violation of Snoek’s
limit (fig. 4.1b) on the magnetic permeability of ferromagnetic systems. Unfortunately,
the accompanying increase in the imaginary part of the magnetic permeability is an
undesirable effect, associated with a phase shift of the magnetic response function with
respect to the driving field, and therefore with an increase in power losses.

(a) (Fe65Co35)0.75(Al2O3)0.25 – values obtained
from simulation are below analytical values –
no breakthrough

(b) (Fe65Co35)0.6(Al2O3)0.4 – values obtained
from simulations exceed analytical values –
breakthrough on the Snoek limit

Figure 4.1: Comparison of analytical and simulated values of magnetic permeability
components for two selected superferromagnetic composites – breakthrough on the Snoek
limit

In the dynamics of (Co)0.42(MgF2)0.58 at a given amplitude of the driving field, the
domain structure and superferromagnetic state are destroyed. Thus, the system is unstable
to the driving field, which is due to large local (nanoparticle’s) anisotropy constant
𝐾1 = 4.5 · 105 J m−3 dominant over in-the-plane uniform easy axis anisotropy 𝐾𝑢 =

2 · 103 J m−3 and easy plane magnetostatic anisotropy 𝐾 = −2 · 105 J m−3. For remaining
three composites the easy plane anisotropy dominates with a value more than one order
of magnitude higher than next-highest anisotropy.

Interesting observations relate to the response of magnetic composites to a magnetic
field rotating in the plane of the layer. Such a magnetic response remains stable at
higher values of the driving field than in the case of a linearly polarized driving field.
Important for the stability of the composite response is the mobility of domain walls, which
depends on their length, and the value of the effective Gilbert damping constant 𝛼 of the
composite material, For a very strong rotating magnetic field of 2 kA m−1, micromagnetic
simulations for (Fe65Co35)0.6(Al2O3)0.4 showed the occurrence of a regime of chaotic
frequency response of magnetization and a regime of rotation of magnetization in the
plane of the magnetic layer (the time course of in-the-plane components of the normalized
magnetization are plotted on fig. 4.2). Periodic rotation of magnetization seen is a very
strong dynamical response that can be used in high-frequency power conversion.

24 4.1. HIGH-FREQUENCY MAGNETIC RESPONSE OF SUPERFERROMAGNETIC
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(a) 0.75 GHz (b) 0.2 GHz

Figure 4.2: Strong response of (Fe65Co35)0.6(Al2O3)0.4 to the rotating field of 2 kA m−1 in
the plane, components of 𝑚𝑥 and 𝑚𝑦 are shown.
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4.2 High-frequency magnetic response of superparamag-
netic composites of spherical Fe65Co35 nanoparticles
– [P2]

Results were published in K. Brzuszek, C. A. Ross, and A. Janutka. “High-frequency
magnetic response of superparamagnetic composites of spherical Fe65Co35 nanoparti-
cles”. In: Journal of Magnetism and Magnetic Materials, vol. 573, (2023), 170651. doi:
10.1016/j.jmmm.2023.170651 attached on page 47.

The dynamical response of superparamagnetic systems of a similar type to these
considered in [P1] though of a lower concentration of nanoparticles in the dielectric
matrix, was simulated in the next paper. With sufficiently high dilution of nanoparticles,
such systems are superparamagnetic, or strictly speaking, form super dipolar glasses
due to long-range magnetostatic interactions (dipole-dipole interactions) between the
nanoparticles. These interactions are relatively weak, but important for the dynamical
magnetic response. Due to the relatively low energy of the magnetocrystalline anisotropy
of nanoparticles (remagnetization energy) relative to the thermal energy 𝑘𝐵𝑇 , the magnetic
ordering of the systems is unstable to thermal fluctuations of the magnetic moments of
nanoparticles. A measure of stability of the nanoparticle magnetization is the blocking
temperature defined as in eq. (4.2.1)

𝑇𝐵 ≡ 𝐾𝑉

𝑘𝐵
. (4.2.1)

Realistic modeling of the dynamics of superparamagnetic systems therefore requires
consideration of their temperature. While the linear dynamical response of a single
magnetic particle in the presence of thermal fluctuations is described analytically within
the framework of the Neel-Brown model[Bro59; Bro63; Née49a; Née49b], the application
of magnetic composites as core materials requires the use of strong magnetic fields, which
is associated with the need to go beyond the linear response approximation. In addition,
magnetostatic interactions between nanoparticles have a significant effect on the high-
frequency dynamics, stabilizing the magnetic system, especially in the high temperature
range. The mentioned stabilization can be seen from fig. 4.3 where we plot the magnetic
response function of a system of nanoparticles Fe65Co35 with 5 nm diameter and volume
fraction of magnetic material 𝑥 = 13 %, to a linearly polarized driving field of amplitude𝐻.
The time courses of the response function of the system without dipole-dipole interactions
(fig. 4.3a) and in the presence of these interactions (fig. 4.3b) are compared.

From fig. 4.3 one notices a strong magnetic response in 0 K, which is due to the
nonlinearity of the magnetic response (Neel-Brown theory predicts the disappearance of
the dynamical response at 𝑇 = 0 K). Note that the shift of the function of the response
function in the system without magnetostatic interactions (black and green lines on the
fig. 4.3a) is due to the size limitation of the simulated system (4× 4× 4 nanoparticles), in
which total magnetic moment at equilibrium can be unequal to zero for particular history
of the magnetic structure relaxation.

The paper also analyzes the dynamical response of the system in the presence of a
strong static field transverse to the driving field. The presence of such a field allows
one for intensifying the amplitude of the dynamical response at zero temperature. In the
high temperature range, the static field makes it possible to significantly reduce thermal
fluctuations of time oscillations of the response function.
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(a) No demagnetization field – response separa-
tion and chaos in the low barrier regime

(b) With the demagnetization field – one can see
the stabilization of the response

Figure 4.3: Response of superparamagnetic composite as a function of system temperature
– highlighting low and high energy barrier regimes

While the values of the relative magnetic permeability of superferromagnetic com-
posites reach hundreds, in the case of superparamagnetic composites they are at most
several times higher than the magnetic permeability of vacuum. However, these are still
significant values, justifying the use of magnetic cores in voltage converters.
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4.3 High-frequency magnetic response of superparamag-
netic composites of spherical Fe and Fe3O4 nanopar-
ticles – [P3]

Results were published in K. Brzuszek, C. A. Ross, and A. Janutka. “High-frequency
magnetic response of superparamagnetic composites of spherical Fe and Fe3O4 nanopar-
ticles”. doi: 10.2139/ssrn.4709514 attached on page 57.

We continue the study of the response of superparamagnetic systems to a strong driv-
ing field. Compared to [P2] nanoparticles, iron and magnetite nanoparticles are of very
strong (cubic) magnetocrystalline anisotropy, so their magnetic moments do not undergo
significant thermal fluctuations. Magnetite is distinguished from other nanoparticle ma-
terial considered by a considerably lower value of saturation magnetization, thus, the
interactions of nanoparticles of Fe3O4 are weaker than those of nanoparticles of Fe65Co35
or Fe. Based on the example of magnetite, we can see the dependence of the dynamical
magnetic response on size (diameter) of the nanoparticles due to the size dependence
of the magnetostatic (dipole-dipole) interaction of the nanoparticles. The stabilization
of the dynamical response at high temperatures, as described in the [P2], significantly
depends on the diameter of the nanoparticles, which is visualized in the time courses
of the response function fig. 4.4 for the 9 nm nanoparticle system (fig. 4.4a) and 12 nm
(fig. 4.4b).

(a) 9 nm (b) 12 nm

Figure 4.4: Stabilization of the response of Fe3O4 as a function of nanoparticle size and
temperature

With increase of the diameter of nanoparticles, their magnetic moment increases, and
therefore the strength of magnetostatic interactions increases. However, simulations show
a limitation on the response efficiency with regard to size of nanoparticles. As shown
by 𝑀 − 𝐻 plots (4.5), strong magnetostatic interactions lead to opening of a dynamical
hysteresis loop, a phenomenon unfavorable for the use of composites as magnetic cores,
which is accompanied by power losses.

These losses were determined by averaging numerous 𝑀 − 𝐻 plots (fig. 4.5) into
singular loops as shown on fig. 4.6. Then area of these loops were calculated, results are
shown in table 4.1.
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(a) 12 nm (b) 15 nm

Figure 4.5: Dynamical hystereses for different sizes of nanoparticles of Fe3O4 – an
increase in size leads to opening the hysteresis loop and therefore to an increase in losses

Table 4.1: Calculated power losses of Fe3O4 nanoparticles of different sizes

𝑑 [nm] 9 12 15

𝑃[J m−3] 19.3 58.4 101.2

(a) 9 nm (b) 12 nm

(c) 15 nm

Figure 4.6: Averaged loops of hystereses for different sizes of nanoparticles of Fe3O4
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4.4 High-Frequency Magnetic Response of Arrays of Pla-
nar Fe65Co35 Nanodots: Effects of Bias Field and
Thermal Fluctuations – [P4]

Results were published in K. Brzuszek, C. A. Ross, and A. Janutka. “High-Frequency
Magnetic Response of Arrays of Planar Fe65Co35 Nanodots: Effects of Bias Field and
Thermal Fluctuations”. In: IEEE Transactions on Magnetics, vol. 59, no. 11 (2023),
7100306. doi: 10.1109/TMAG.2023.3313871 attached on page 67.

This paper deals with the high-frequency magnetic response of periodic structures of
planar Fe65Co35 nanomagnets. The flattened shape of nanomagnets is associated with
anisotropy of the easy plane type of magnetostatic origin. As in ferromagnetic layers,
this shape anisotropy allows resonant enhancement of the response in the presence of
an additional static field transverse to the driving field. The phenomenon of occurrence
of the maximum in dependence of amplitude of the response function on the static field
is called ferromagnetic resonance (FMR) and it was described in section 3.2.1 of this
dissertation. The purpose of the work [P4] was to verify the usefulness of the FMR effect
for enhancing the response of superparamagnetic magnetic dot systems.

For a multilayer system of magnetic nanodiscs with magnetocrystalline anisotropy in
random directions in the plane of the layers, whose equilibrium state is visualized on
fig. 4.7, we notice the dynamical response to a linear driving field in the plane of the
nanodot layers to be resonant in nature. Figure 4.8 shows the dependence of the magnetic
response amplitude on the static transverse field. Of interest is considerable shift of the
resonance frequency (threefold increase) compared to that predicted for a homogeneous
ferromagnetic layer of Fe65Co35.

Figure 4.7: Relaxed magnetization for an array of 4 × 4 × 4 nanodiscs with a diameter of
5 nm and a height of 1 nm (RIA-I). Random orientations of the anisotropy axes

Simultaneously, the static transverse field plays a role in enhancing the magnetic
response and stabilizing it at high (room) temperature. Despite small volume of nanopar-
ticles, therefore low anisotropy energy, in the resonant range, the response function has a
sinusoidal time course at room temperature.
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Figure 4.8: Response amplitude function for RIA-I as a function of perpendicular field
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4.5 High-frequency magnetic response of crystalline and
nanocrystalline antiferromagnetic NiO – [P5]

Results were published in K. Brzuszek, C. A. Ross, and A. Janutka. “High-frequency
magnetic response of crystalline and nanocrystalline antiferromagnetic NiO”. in: AIP
Advances, vol. 14, no. 2 (Feb. 2024), p. 025222. doi: 10.1063/9.0000781 attached on
page 73.

The interest in antiferromagnets as magnetic core materials for high-frequency ap-
plications is due to very high (terahertz) frequency of antiferromagnetic resonance (a
phenomenon analogous to FMR). The working range for magnetic cores is the region
of frequencies much lower than the resonance frequency, where the real part of the dy-
namical susceptibility is relatively large and the imaginary part is small. In this paper, a
micromagnetic model of NiO was formulated on the basis of microscopic parameters of
exchange interaction and magnetocrystalline anisotropy. The model was used to numeri-
cally simulate the dynamical response of the non-conducting antiferromagnet NiO in the
frequency range up to 100 GHz. Quite a lot of measured data on the magnetic suscep-
tibility of nickel oxide monocrystals are available, but interpreted within the framework
of a historical model with biaxial anisotropy. In our study, the presence of multiple an-
tiferromagnetic domains is taken into account. The simulated model can also be treated
as a model of superantiferromagnet, since antiferromagnetic particles practically do not
interact with each other (their demagnetization field is zero), and, on the other hand,
antiferromagnetic domains in the bulk material are not of magnetostatic origin (unlike
in ferromagnets), but they result from structural disorder (the presence of dislocations).
The simulations confirmed the linear nature of the response of the antiferromagnet to
a relatively strong magnetic field of an amplitude of 200 mT even. They showed that,
despite low magnetic susceptibility, the product of frequency and magnetic susceptibility
of a multi-domain antiferromagnet can reach values comparable to those achievable for
superparamagnetic systems considered in [P2; P3; P4].
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A B S T R A C T

Studies of the dynamical response of thin-film composites of magnetic nanoparticles embedded in dielectric
matrices to the oscillatory magnetic field of the microwave-frequency range are performed using numerical
simulations. Four soft-magnetic systems; (Co)0.42(MgF2)0.58, (Fe65Co35)0.57(SiO2)0.43, (Fe65Co35)0.75(Al2O3)0.25,
(Fe65Co35)0.6(Al2O3)0.4, typical of a class of "high-frequency ferromagnetic nanocomposites" are simulated. The
necessary micromagnetic parameters are extracted from data within the model of random magnetic anisotropy
(RMA). Those materials are candidates for use in micro-converters of power (inductors and transformers) due
to their high saturation magnetization, high resistivity, and absence of intra-grain magnetic domains. Thus,
they are able to create a high magnetic flux at low power losses. The simulations allow for an inspection
into details of the spatial distribution of the oscillating magnetization. We predict noticeable differences in the
ferromagnetic resonance (FMR) in different composites which are related to the shape of the static hysteresis.
Operating ranges of the driving-field amplitude are related to the hysteresis width. Next to FMR, we analyze
the magnetic response via the oscillatory motion of domain walls in a longitudinal field. Besides the response
to the alternating field of a constant direction, we study the magnetization dynamics driven by in-the-plane-
rotating field. Such a field can drive the magnetization rotations which are a strong-response (nonlinear) mode
potentially useful for efficient power conversion.

1. Introduction

Limitations of the semiconductor-based power electronics motivate
the interest in the layers of soft-magnetic properties with a high re-
sistivity for microinductors and transformers to be operated at high
(near-microwave) frequencies [1–3]. This is because the miniaturiza-
tion of the power converters is connected to a decrease of the magnetic
flux which has to be compensated by an increase of the frequency [4,5].
The constant challenge in the field is the reduction of the power loss
due to the fast remagnetizations. Present magnetic-core microconvert-
ers of power utilize the effect of the ferromagnetic resonance (FMR),
while, being operated at considerably-lower frequencies than the FMR
frequency, in a region far from the maximum of spin losses. Another
way of the power conversion utilizes the oscillatory motion of domain
walls (DWs) in a magnetic layer, however, its frequency is limited by
the eddy-current (excess) losses and the skin effect [6]. Hence, the
improvement of the high-frequency magnetic materials is related to
the increase of the FMR frequency and/or the decrease of the electrical
resistivity at the high permeability. Unfortunately, the Snoek and Acher
laws are strong constraints impeding the former, while, the metallicity
of the soft ferromagnets impedes the later [7–9].

∗ Corresponding author.
E-mail address: Andrzej.Janutka@pwr.edu.pl (A. Janutka).

For a long time, hopes for producing highly-permeable materials
for the power conversion at low losses are connected with compos-
ites of high-magnetization nanoparticles embedded in dielectric matri-
ces [1–3,10,11]. The major advantage of the magnetic-metal–dielectric
nanocomposites is a very-high resistivity, (the residual-conductivity
mechanism is related to the electron tunneling through the dielectric
barriers between the metallic nanoparticles). Reducing the volume
content of the metallic phase suppresses the inter-grain eddy currents,
thus, reducing losses, (at a larger microwave permeability than that
of ferrites [12]). Simultaneously, the magnetic grains (nanoparticles)
are monodomain and small enough to suppress the circulation of the
electric charge (due to eddy currents) or skin effect inside them, (unlike
in ferrites [13] or other industrial soft-magnetic (micro)composites [11,
14]). On the other hand, the nonuniform spatial distribution of the
magnetic moments can lead to deviations of FMR in the nanocom-
posites from typical of the films of homogeneous ferromagnets, which
gives some hope for breaking the Snoek/Acher limit of the permeability
value.

Nowadays, the class of manufactured ferromagnetic metal–dielectric
nanocomposites is rich, and methods for enhancing the uniaxial
anisotropy of their films (in order to increase the frequency of FMR)
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are established; oblige deposition or deposition in a magnetic field [8].
In spite of this, at present, the operating regime of the nanogranular-
core inductors is limited to MHz frequencies well below the microwave
region, (they utilize FMR due to in-the-plane field), [15–17]. Inde-
pendent of the eddy-current losses, the frequency is limited by spin
losses and a decrease of the permeability. In the present paper, we
explore the potential of several magnetic nanocomposites in terms of
strengthening the magnetic response at the microwave frequencies via
numerical simulations.

Manufacturing nanocomposite magnets is a complex process and it
is not standardized. Possible clustering of the magnetic nanoparticles
can result in creating paths for eddy-current conducting. Inhomo-
geneities of the magnetic ordering can result in the coexistence of
different dynamical processes; FMR and DW motion, independent of
the orientation of the driving field. Identifying the occurrence of these
imperfections in the high-frequency dynamics requires the support from
the knowledge of the dynamical response of the ideal systems, whereas,
popular analytical models of FMR and oscillatory DW motion are over-
simplified when applied to the nanocomposite [9]. Full experimental
characterization of the radio-frequency properties is challenging since it
requires performing different measurements in a wide range of frequen-
cies. The simulations are helpful in completing data of particular exper-
iments. We perform micromagnetic simulations of microwave dynamics
of in-the-plane magnetized films of several magnetic-metal–dielectric
nanocomposites of the ‘‘ultimate’’ purity. We mean the systems of
uniformly dispersed magnetic nanoparticles in a uniform dielectric
matrix without any electrical current, thus, with losses of the spin
origin only. We study the magnetization oscillations driven by the
magnetic longitudinal or transverse in-the-plane field as well as by
in-the-plane-rotating field. We have three particular goals; checking
the applicability of the analytical description of the transverse-field-
driven FMR, determining the efficiency of DW-assisted response to the
longitudinal driving field, and validating the strength and checking the
periodicity of the response to rotating in-the-plane field.

High permeability of the nanogranular magnets requires the sat-
uration magnetization of the system as a whole to be high, thus,
the volume percentage of the magnetic phase has to be large at the
expense of the distance of the granule separation. This results in
an outflow of the spin density outside the metallic component into
the dielectric matrix, making the spin system continuous and ferro-
magnetically ordered [18]. The basic role is believed to be played
by (oxygen) vacancies in the matrix [19]. Note a similarity to an
effect of appearance of the magnetization at the surface of nanopar-
ticles of oxide (non-ferromagnetic) materials [20]. Detailed description
of the magnetic ordering in metal–dielectric nanocomposites is per-
formed within the models of the random magnetic anisotropy (RMA),
which, developed for the amorphous magnets [21], is also a canonical
approach to describing the nanogranular ferromagnets [22–24]. The
analysis of the parameters of magnetic properties from data of static
measurements allows us for formulating a ‘‘micromagnetic’’ model of
the layered nanocomposites. Due to a smooth leakage of the spin from
the ferromagnetic nanoparticles (small gradient of the magnetization),
the demagnetizing field in the material body is negligible, however,
the shape-anisotropy field of the easy-plane type (that confines the
magnetization to the layer plane in the static case) is not.

In Section 2, we formulate the micromagnetic model of the metal–
dielectric nanocomposite. Section 3 is devoted to characterizing the
ordering in terms of the static hysteresis. The dynamical properties are
studied in Section 4, and conclusions are summarized in Section 5.

2. Model

The dynamics of the ferromagnetic media is described with the
Landau–Lifshitz–Gilbert (LLG) equation of the evolution of magnetiza-
tion 𝐌 = 𝑀𝑠𝐦, (𝑀𝑠 denotes the saturation magnetization)

− 𝜕𝐦
𝜕𝑡

=
2𝛾𝐴𝑒𝑥
𝑀𝑠

𝐦 × 𝛥𝐦 + 𝛾𝐦 × (𝐁𝑎𝑛 + 𝐁)

− 𝛼𝐦 × 𝜕𝐦
𝜕𝑡

, (1)

the coefficients of whom are dependent on the spatial coordinates.
Here, 𝐁𝑎𝑛 and 𝐁 denote the anisotropy field (relevant to local crystal
structure) and an external field applied. The parameters; 𝛾, 𝛼 denote
the gyromagnetic factor and the Gilbert damping constant, respec-
tively. The random orientation of the crystallographic axes of the
ferromagnetic nanoparticles results in a random distribution of the
magnetic anisotropy directions within the layer. Inside the magnetic
nanoparticles, values of the saturation magnetization 𝑀𝑠 = 𝑀 (𝑚)

𝑠 , the
exchange stiffness 𝐴𝑒𝑥 = 𝐴(𝑚)

𝑒𝑥 and the anisotropy field |𝐁𝑎𝑛| = |𝐁(𝑚)
𝑎𝑛 |

are assumed to be almost the same as in the bulk of the ferromagnetic
material. However, a leakage of a small amount of the spin from the
nanoparticles into the dielectric matrix results in the formation of a
continuous system of ferromagnetically-interacting magnetic moments.
We evaluate values of 𝑀𝑠 = 𝑀 (𝑑)

𝑠 , 𝐴𝑒𝑥 = 𝐴(𝑑)
𝑒𝑥 , |𝐁𝑎𝑛| = |𝐁(𝑑)

𝑎𝑛 | rele-
vant to the dielectric matrix, based on experimental data. Whereas,
primary analysis of the experiments use mean values of the magneti-
zation and of the exchange stiffness, we extract values relevant to the
nanoparticles and to the matrix, applying the RMA model of structural
ferromagnets [21–23].

For simplicity of the numerical discretization of the medium, we
consider the ferromagnetic inclusions to be cubes of the edge length of
𝐷, ordered into a cubic lattice (of the lattice constant 𝐷 + 𝛬) and we
exclude the magnetostatic effects of the nanoparticle shape from the
considerations. While, the RMA models are universal, the magnetostat-
ics is very sensitive to the geometrical details. Beyond the nanoparticle
shape and the diameter distribution, including the demagnetization
requires detailed knowledge on the distribution of spin in the vicinity
of the metal–dielectric interface whose changes are not jumpwise in
real systems, (our test simulations including the demagnetization field
with the sharp boundaries between the matrix and nanoparticles led to
unphysical results).

All the necessary factors to determine the magnetic properties are
believed to be contained in effective parameters of the RMA model:
average saturation magnetization �̄�𝑠, effective exchange stiffness �̄�𝑒𝑥,
a constant of the local anisotropy 𝐾1 (relevant to the nanoparticles),
the constant of the global uniaxial anisotropy 𝐾𝑢, which are available
from literature data. Knowing additionally the bulk values of the micro-
magnetic parameters for the inclusion material, we extract the values
relevant to the dielectric matrix with dependence on the volume frac-
tion of the ferromagnetic material 𝑥. For this purpose, first, we define
the volume fraction of the dense ferromagnetic phase 𝑥𝑝 ≡ 𝐷3∕(𝐷+𝛬)3.
Noticing the existence of a critical value of the volume fraction of the
ferromagnetic material 𝑥𝑐 , (the composite is spontaneously magnetized
for 𝑥 ∈ (𝑥𝑐 , 1]), we estimate 𝑥𝑝 ≡ (𝑥 − 𝑥𝑐 )∕(1 − 𝑥𝑐 ), which satisfies
𝑥𝑝 →𝑥→𝑥+𝑐

0 and 𝑥𝑝 →𝑥→1− 1.
The effective exchange stiffness is evaluated with

�̄�𝑒𝑥 =

(

𝑥𝑝
√

𝐾𝑢𝐾2
1𝐷

3

𝜇0�̄�𝑠𝐻𝑐𝑦

)2∕3

, (2)

based on the formulas of the RMA model, where 𝐻𝑐𝑦 denotes the
coercive field of the ‘‘transverse hysteresis’’ which is obtained with the
field directed onto the magnetically-hard axis (𝑦 axis) [25]. From the
relationships

�̄�𝑠 = 𝑥𝑝𝑀
(𝑚)
𝑠 + (1 − 𝑥𝑝)𝑀 (𝑑)

𝑠 ,
𝐷 + 𝛬
√

�̄�𝑒𝑥

= 𝐷
√

𝐴(𝑚)
𝑒𝑥

+ 𝛬
√

𝐴(𝑑)
𝑒𝑥

(3)

we extract

𝑀 (𝑑)
𝑠 =

�̄�𝑠 − 𝑥𝑝𝑀
(𝑚)
𝑠

1 − 𝑥𝑝

𝐴(𝑑)
𝑒𝑥 =

(

𝑥−1∕3𝑝 − 1
)2

�̄�𝑒𝑥𝐴
(𝑚)
𝑒𝑥

(

𝑥−1∕3𝑝

√

𝐴(𝑚)
𝑒𝑥 −

√

�̄�
)2

. (4)
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At the nanoparticle–matrix interface, we apply the exchange-stiffness
value of 𝐴(𝑚)

𝑒𝑥 .
Finally, the anisotropy field can be written in the form

𝐁𝑎𝑛 =
2𝐾1
𝑀𝑠

(𝐦 ⋅ �̂�)�̂� +
2𝐾𝑢
𝑀𝑠

(𝐦 ⋅ 𝑖)𝑖 + 2𝐾
𝑀𝑠

(𝐦 ⋅ �̂�)�̂�, (5)

where �̂� is a randomly-oriented unit vector that is constant inside each
nanoparticle, 𝐾1 is the anisotropy constant of the magnetic-component
material, which is equal to zero in the matrix, 𝐾𝑢 is constant in whole
the magnetic medium, and 𝐾 ≡ −𝜇0�̄�2

𝑠 ∕2 denotes the constant of the
effective easy-plane anisotropy.

In our numerical simulations, the choice of the magnetic nanoparti-
cle material is motivated by the highest possible saturation magnetiza-
tion and the simplicity of the chemical composition, as well as by the
absence of the rare earth content. The highest available magnetization
is offered by Fe65Co35, while, Co nanoparticles are also attractive in
terms of the above criteria. Note that, while of a very high magnetiza-
tion, Fe is not described with our model because of its cubic anisotropy.
The requirement of a high strength of the uniaxial anisotropy of the
nanocomposite is related to the technique of manufacturing rather than
to the nanoparticle material and 𝐾𝑢 value in our simulations is dictated
by the availability of experimental data. The same concerns the Gilbert
damping constant which is extremely sensitive to the quality of the
magnetic structure and its realistic value is far from one of the pure
material. We use the relatively-high value 𝛼 = 0.1, which is quite typical
of magnetic nanosystems with significant structural imperfections.

3. Statics

With relevance to films of four composites of magnetic nanoparti-
cles in dielectric matrices; (Co)0.42(MgF2)0.58, (Fe65Co35)0.57(SiO2)0.43,
(Fe65Co35)0.75(Al2O3)0.25, (Fe65Co35)0.6(Al2O3)0.4, we have performed
numerical investigations of the longitudinal and transverse hysteresis
loops, (the hysteresis due to in-the-plane magnetic field longitudi-
nal or transverse with respect to the easy axis). In our simulations,
the magnetic-metal inclusions are considered to be identical cubes
homogeneously distributed inside a dielectric. The shapes of the inclu-
sions do not play any role since the magnetostatic effects (the shape
anisotropies) are completely neglected. Otherwise, the magnetostatics
would critically influence the ordering, which is not in line with
assumptions of the RMA model, of whom the local-anisotropy and
global-anisotropy parameters 𝑘1 = 𝐾1∕

√

𝑁 , (where 𝑁 denotes the
number of coupled grains), and 𝐾𝑢 are the only anisotropy constants
including effects of all possible anisotropy origins. From the coercivity
measurements, the shape anisotropy of nanoparticles in superferromag-
netic composites is known to be inconsistent with that of the isolated
nanoparticles, which is due to a smooth change of the magnetic-
moment density at the nanoparticle–matrix interfaces (lack of the
magnetic surface charges) [19].

Based on literature data (of experiments analyzed within the RMA
model), using (2)–(4), we have extracted the sets of material parameters
of the films. For (Co)0.42(MgF2)0.58, the constant of randomly oriented
uniaxial anisotropy of Co inclusions is 𝐾1 = 4.5 ⋅ 105 J/m3, while,
the in-the-plane uniform easy-axis anisotropy is reported to take 𝐾𝑢 =
2.0 ⋅103 J/m3. An additional easy-plane anisotropy of the magnetostatic
origin is related to the constant 𝐾 = −2.0 ⋅ 105 J/m3. The saturation
magnetization and the exchange stiffness for the inclusions and for
the matrix are 𝑀 (𝑚)

𝑠 = 1.4 ⋅ 106 A/m, 𝑀 (𝑑)
𝑠 = 2.4 ⋅ 105 A/m, 𝐴(𝑚)

𝑒𝑥 =
3.3 ⋅ 10−11 J/m, 𝐴(𝑑)

𝑒𝑥 = 7.3 ⋅ 10−14J/m. The average diameter of the
magnetic inclusion (the length of edge of the magnetic cube) is 𝐷 =
3.3 nm, which, via a given volume ratio of the metal to dielectric
content in the composite, determines the spacing between the surfaces
of the closest inclusions 𝛬 = 1.9 nm, [26,27]. We simulate a square of
166.4nm×166.4 nm of the 15.6 nm-thick film (the thickness of three
nanoparticle monolayers), applying the finite-difference method with

the grid-discretization size of 0.65nm<
√

�̄�𝑒𝑥∕𝐾, (we utilize OOMMF
package switching the demagnetization field off).

The thickness of the layers is taken to be higher than the effective
exchange length of the system

√

�̄�𝑒𝑥∕(𝐾2
𝑢 + 𝑘21)

1∕4 ≈
√

�̄�𝑒𝑥∕𝐾𝑢. With
relevance to the simulations of the dynamical response (next section),
for all the studied metal–dielectric films, we have taken quite high
value of the Gilbert damping constant 𝛼 = 0.1, which is supported by
measurements of composites of FeCo nanoparticles [28–30].

For (Fe65Co35)0.6(Al2O3)0.4, the parameters are following: 𝐾1 = 1.5⋅
104 J/m3, 𝐾𝑢 = 5.0 ⋅102 J/m3, 𝐾 = −1.4 ⋅105 J/m3, 𝑀 (𝑚)

𝑠 = 1.9 ⋅106A/m,
𝑀 (𝑑)

𝑠 = 1.25 ⋅105 A/m, 𝐴(𝑚)
𝑒𝑥 = 1.7 ⋅10−11 J/m, 𝐴(𝑑)

𝑒𝑥 = 3.0 ⋅10−14 J/m, 𝐷 =
2.3 nm and 𝛬 = 1.2 nm, [25]. We simulate a square of 182nm×182 nm of
the 17.5 nm-thick film (the thickness of five nanoparticle monolayers),
with the grid-discretization size of 0.7 nm.

For (Fe65Co35)0.75(Al2O3)0.25, the parameters are following: 𝐾1 =
1.5 ⋅ 104 J/m3, 𝐾𝑢 = 2.8 ⋅ 103 A/m, 𝐾 = −1.3 ⋅ 106J/m3, 𝑀 (𝑚)

𝑠 =
1.9 ⋅ 106 A/m, 𝑀 (𝑑)

𝑠 = 1.0 ⋅ 105 A/m, 𝐴(𝑚)
𝑒𝑥 = 1.7 ⋅ 10−11 J/m, 𝐴(𝑑)

𝑒𝑥 =
1.5 ⋅ 10−14 J/m, 𝐷 = 3.9 nm and 𝛬 = 1.3, [25]. We simulate a square
of 166.4nm×166.4 nm of the 15.6nm-thick film (the thickness of three
nanoparticle monolayers), with the grid-discretization size of 0.65 nm.

For (Fe65Co35)0.57(SiO2)0.43, the parameters are following: 𝐾1 =
1.5 ⋅ 104 J/m3, 𝐾𝑢 = 2.9 ⋅ 103 A/m, 𝐾 = −5.8 ⋅ 105 J/m3, 𝑀 (𝑚)

𝑠 = 1.9 ⋅ 106

A/m, 𝑀 (𝑑)
𝑠 = 6.3 ⋅ 105 A/m, 𝐴(𝑚)

𝑒𝑥 = 1.7 ⋅ 10−11 J/m, 𝐴(𝑑)
𝑒𝑥 = 1.1 ⋅ 10−13J

/m, 𝐷 = 3.92 nm and 𝛬 = 2.32 nm, [31–33]. We simulate a square
of 199.68nm×199.68 nm of the 18.72 nm-thick film (the thickness
of three nanoparticle monolayers), with the grid-discretization size of
0.78 nm.

The simulations of the hysteresis loops have been performed start-
ing from a zero-field state of the system that is relaxed from the
randomly-magnetized state. Domain structures appear despite lack of
the magnetostatic interactions as a consequence of the competing com-
plex exchange interactions and RMA. Note that the initial states of our
finite systems are not perfectly magnetized in the easy direction. This
is because the RMA magnets are ‘‘systems with memory’’, thus, there is
a large number of equilibria for any given external field including zero.
Properties typical of the reentrant spin glass (overcooled states) have
been observed for metal–dielectric nanocomposites [34,35]. The loops
of longitudinal and transverse hysteresis, (we mean the hystereses due
to the action of in-the-plane field longitudinal or transverse to the easy
magnetization direction - 𝑚𝑥(𝐻𝑥) or 𝑚𝑦(𝐻𝑦) curves, respectively) are
presented in Fig. 1, (we plot halfloops only). For a wide range of the
field considered, in majority of the systems, the complete magnetization
is not reached, while, the system ‘‘remembers’’ the initial (zero-field)
state. Resulting hysteresis curves (except for (Fe65Co35)0.75(Al2O3)0.25)
reveal a nonzero slope beyond the loop area (for the field above the
coercivity), similar to ones of [36,37].

The coercive fields (of the transverse and longitudinal hysteresis)
are found to be relatively low for each of the four materials, however,
the strict condition of the soft magnetism, the coercive field of the
longitudinal hysteresis lower than 1kA/m is fulfilled by one of the
composites only; (Fe65Co35)0.6(Al2O3)0.4. The longitudinal-hysteresis
shape for (Co)0.42(MgF2)0.58 is different from those of the Fe65Co35-
based composites, whereas, the materials of the later group differ
significantly from each other in the coercive field.

The transverse hysteresis loops are very narrow (transverse coerciv-
ities are low) or even not clearly seen with the field-resolution of Fig. 1.
The systems behave similar to the Stoner–Wohlfarth model of the mag-
netic particle which predicts the absence of the transverse hysteresis
and the presence of the rectangular-shaped loop of the longitudinal hys-
teresis. Some literature on the corresponding nanocomposites reports
clearly resolved loops of the transverse hysteresis of the real magnets.
They are attributed to large scale of the probed systems, which is re-
lated to local deviations of the easy magnetization axis from the average
and cannot be reproduced within our simulations. However, the way of
the material deposition is crucial in terms of the local distribution of
the anisotropy. Specific-angle-oblique sputtering allows for producing
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Fig. 1. Hysteresis curves 𝑚𝑥(𝐻𝑥) (blue lines; ‘‘longitudinal hysteresis’’) and 𝑚𝑦(𝐻𝑦) (red lines; ‘‘transverse hysteresis’’) of the four simulated systems, and snapshots of the
magnetization (the colors indicate the direction and intensity of the 𝑚𝑦-component) at the indicated points of the ‘‘transverse-hysteresis’’ curve.

nanocomposites of the Stoner–Wohlharth-like hystereses [38]. That
hysteresis type is claimed to support the view of dominance of the
exchange inter-particle interactions over the dipole–dipole ones [39].

Looking at the snapshots of the transverse component of the mag-
netization relevant to the transverse reversal modes (Fig. 1), one sees
the clearly resolved domains except for (Co)0.42(MgF2)0.58 of whom
the random anisotropy is strong enough to prevent uniform demagne-
tization in the hard plane (𝑦𝑧-plane). The strong random anisotropy
causes a non-rectangular shape of the longitudinal-hysteresis loop;
the remanence magnetization 𝑚𝑟 = 𝑀𝑟∕�̄�𝑠 (called a squareness ra-
tio) of the longitudinal hysteresis loop is visibly-smaller than one.
It is not for Fe65Co35-based structures, however, there are differ-
ences in the remagnetization of particular-composition systems. For the
magnetically-hardest of the composites; (Fe65Co35)0.75(Al2O3)0.25, we
have found the plot of 𝑚𝑦(𝐻𝑦) dependence to be a straight line for up
to |𝑚𝑦| ≈ 1 while the ordering to be uniform (a Stoner–Wohlfarth-
like behavior). For magnetically-softer (Fe65Co35)0.57(SiO2)0.43 and
(Fe65Co35)0.6(Al2O3)0.4, the domain structure is durable against the
transverse field and complete magnetization reversal using the trans-
verse field requires the application of a field that exceeds the longitu-
dinal coercivity value, (the corresponding red curves in Fig. 1 differ in
shape from the Stoner–Wohlfarth turn). This is related to very narrow
minima of the energy of (Fe65Co35)0.75(Al2O3)0.25 compared to the re-
maining composites. From the comparison of snapshots in Fig. 2(g) and
2 (h), we notice transition between the stripe and maze domains with
changing the concentration of the magnetic component, which has been
previously observed (using MFM) in superferromagnetic nanocompos-
ites with perpendicular magnetic anisotropy (PMA) [35]. The field-
induced shrinking of the stripe domains into the separate bubbles
(an incomplete remagnetization in the snapshots of Fig. 1 for the
magnetically softer systems) has been observed (with MOKE) for an
in-plane-magnetized nanocomposite [37].

4. High-frequency dynamics

We have simulated the magnetization dynamics driven with alter-
nating longitudinal, transverse, and in-the-plane rotational field of the
microwave frequencies. Correspondingly, the magnetic response can

follow from FMR or the oscillatory DW motion or a mixture of both (or
a rotational mode of FMR). The driving field is applied to the (zero-
field) magnetization states of the beginning points in the hysteresis
curves of Fig. 1.

Relatively-strong driving fields are considered, having in mind the
composite application to the power conversion. The amplitudes of the
flux density in microinductors are typically considered in the range of
∼0.01–0.1T [15,40–42], which corresponds, via the permeability of
∼100 to the driving field of ∼0.1–1.0kA/m.

We neglect the skin effect. Despite a tunneling conductivity is
present in real nanocomposites, its value is about four orders of mag-
nitude lower than for bulk metals [26,43–45]. Thus, the potential
decrease of the skin depth due to the frequency increase (up to GHz)
is compensated by the decrease of the conductivity and the skin depth
remains of the μm range [46].

4.1. Driving by in-the-plane transverse field

The alternating in-the-plane transverse field drives the oscillations
of the magnetization components 𝑚𝑦, 𝑚𝑧 (perpendicular to the easy
axis). For the field amplitude of 0.2 kA/m, we plot the frequency
dependence of the response amplitudes of; (Fe65Co35)0.75(Al2O3)0.25 in
Fig. 2(a), (Fe65Co35)0.6(Al2O3)0.4 in Fig. 2(d), (Fe65Co35)0.57(SiO2)0.43
in Fig. 3(a), and for (Co)0.42(MgF2)0.58 in Fig. 3(d). The square-shaped
spatial windows chosen for performing the calculations is pointed out
in the snapshots in Figs. 2(g), (h), 3(g). Those single-domain win-
dows are considered in order to simulate conditions of measurement
of the dynamical permeability at its maximum (in a single-domain
state). In the plots and in the text below, amplitudes of oscillating
quantities are denoted as Amp(⋅), while, the angular frequency reads
𝜔 ≡ 2𝜋𝜈. For (Co)0.42(MgF2)0.58, the total transverse magnetization
of the system is plotted, because of a specific dynamical response
of the layer. As seen from the snapshots in Fig. 3j, the out-of-plane
component of the magnetization in the layer of (Co)0.42(MgF2)0.58
almost does not oscillate inside the magnetic nanoparticles of the
composite except in a small number of them, (unlike in the snapshots
of (Fe65Co35)0.57(SiO2)0.43 layer for instance, Fig. 3i). Such a behavior
does not coincide with the classic description of FMR (by Kittel) and,
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Fig. 2. Simulated dynamical response to the alternating transverse field: frequency dependence of the amplitudes of the magnetization components 𝑚𝑦, 𝑚𝑧 (a), the real and
imaginary permeabilities 𝜇′, 𝜇′′ (b) for (Fe65Co35)0.6(Al2O3)0.4 layer, and the same for (Fe65Co35)0.75(Al2O3)0.25; (d), (e), respectively. Dynamical response from both the materials
to the alternating longitudinal field: frequency dependence of the amplitude of the magnetization component 𝑚𝑥; (c), (f). Equilibrium ordering in (Fe65Co35)0.75(Al2O3)0.25; (g),
and (Fe65Co35)0.6(Al2O3)0.4; (h). The colors in (g), (h) and their intensity are related to the 𝑚𝑥 component of the magnetization. The transverse-field response is established for
indicated in (g), (h) spatial windows.

(similar to domain nonuniformity in Section 3), it is due to very strong
RMA in (Co)0.42(MgF2)0.58.

Consider FMR due to an alternating field 𝐁(𝑡)∕𝜇0 = [0,𝐻𝑦(𝑡), 0]
of an amplitude Amp(𝐻𝑦), using the complex dynamical parameter
𝑚+(𝑡) ≡ 𝑚𝑦(𝑡) + i𝑚𝑧(𝑡). When considering the single-domain state/area
of a ferromagnet, the linearization of (1) around 𝐦 = [1, 0, 0] al-
lows one for finding the particular solution in the form 𝑚+(𝑡) =
[

𝐴𝑦(𝜔) + i𝐴𝑧(𝜔)
]

sin(𝜔𝑡) +
[

𝐶𝑦(𝜔) + i𝐶𝑧(𝜔)
]

cos(𝜔𝑡) and, via its Fourier
transform, the permeability

𝜇(𝜔) ≡
𝑚+(𝜔)
𝐻𝑦(𝜔)

=
𝑀𝑠

Amp𝐻𝑦

{

𝐴𝑦(𝜔) + 𝐶𝑧(𝜔)

+i
[

𝐴𝑧(𝜔) − 𝐶𝑦(𝜔)
]}

. (6)

Upon denoting 𝜔1 ≡ 𝛾0
(

2𝐾𝑢
𝜇0𝑀𝑠

+𝑀𝑠

)

and 𝜔2 ≡ 𝛾0
2𝐾𝑢
𝜇0𝑀𝑠

, the real and
imaginary parts of the permeability read

𝜇′(𝜔) = 𝛾0𝑀𝑠

(

𝜔 − 𝜔1
) (

𝜔2 − 𝜔1𝜔2
)

+ 𝛼2𝜔2 (𝜔 + 𝜔2
)

(

𝜔2 − 𝜔1𝜔2
)2 + 𝛼2𝜔2

(

𝛼2𝜔2 + 𝜔2
1 + 𝜔2

2
)

𝜇′′(𝜔) = 𝛾0𝑀𝑠
𝛼𝜔

{

𝜔
[(

1 + 𝛼2
)

𝜔 − 𝜔2
]

− 𝜔1
(

𝜔 − 𝜔1
)}

(

𝜔2 − 𝜔1𝜔2
)2 + 𝛼2𝜔2

(

𝛼2𝜔2 + 𝜔2
1 + 𝜔2

2
)

(7)

Zero of 𝜇′(𝜔) and maximum of 𝜇′′(𝜔) are close to the FMR frequency
√

𝜔1𝜔2. The angle of the out-of-plane deviation of the magnetization
𝛿𝜔 is directly related to the loss tangent;

tan(𝛿𝜔) =
Amp[𝑚𝑧](𝜔)
Amp[𝑚𝑦](𝜔)

=
𝜇′′(𝜔)
𝜇′(𝜔)

. (8)

Noticing that Amp(𝑚𝑧) ≪ Amp(𝑚𝑦), we verify the application of the
FMR description to the nanocomposites via utilizing the relationships
𝜇′(𝜔) ≈ 𝑀𝑠

Amp(𝐻𝑦)
Amp[𝑚𝑦](𝜔) ⋅ cos(𝛿𝜔) and 𝜇′′(𝜔) ≈ 𝑀𝑠

Amp(𝐻𝑦)
Amp[𝑚𝑦](𝜔) ⋅

sin(𝛿𝜔). The amplitudes of magnetization components averaged over
a spatial window in a single-domain area are determined from the
simulations and multiplied by sine or cosine of the calculated with (8)
values of 𝛿𝜔. Thus, we evaluate the permeability with dependence on
the frequency and compare its plot to the permeability curve calculated
with (7), dashed and solid lines in Figs. 2(b), (e), 3(b), respectively. For
(Co)0.42(MgF2)0.58, since the dynamics appeared in our simulations to
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Fig. 3. Dynamical response to the alternating transverse field: frequency dependence of the amplitudes of the magnetization components 𝑚𝑦, 𝑚𝑧 (a), the real and imaginary
permeabilities 𝜇′, 𝜇′′ (b) for (Fe65Co35)0.57(SiO2)0.43 layer, and the same for (Co)0.42(MgF2)0.58; (d), (e), respectively. Dynamical response from both the materials to the alternating
longitudinal field: frequency dependence of the amplitude of the magnetization component 𝑚𝑥; (c), (f). Equilibrium ordering in (Fe65Co35)0.57(SiO2)0.43; (g), and (Co)0.42(MgF2)0.58;
(h). The colors in (g), (h) and their intensity are related to the 𝑚𝑥 component of the magnetization. The transverse-field response is established for indicated in (g), (h) spatial
windows. Bottom line: snapshots of 𝑧-component of the magnetization during the transverse-field-driven oscillations for (Fe65Co35)0.57(SiO2)0.43; (i), (the color intensity is increased
via dividing 𝑀𝑠 by 1000), and for (Co)0.42(MgF2)0.58; (j), (the color intensity is increased via dividing 𝑀𝑠 by 100).

be far from usual FMR as mentioned above, in Fig. 3(e), the analytical
permeability curves are plotted only.

While similar, the simulation and analytical curves in Figs. 2(b), (e),
3(b) differ from each other. In Fig. 3(b), (the plot for (Fe65Co35)0.57
(SiO2)0.43) and in Fig. 2(e), (the plot for (Fe65Co35)0.6(Al2O3)0.4), a
relatively large ∼ 10% differences in simulation and analytical values
of the real part of the low-frequency permeability are found. Such an
considerable increase of the real part of the permeability above the

analytical value is connected to the breakdown of the Snoek law. Unfor-
tunately, the simulation value of the imaginary part of the permeability
is increased compared to the analytical one as well and the loss tangent
at sub-GHz frequencies remains large.

Experimental curves of the dynamical permeability for relevant
materials are qualitatively similar to ours while, they are better fitted
to the analytical curves [28,31]. This is possibly because, the damping
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constant is a fitting parameter in the experimental works. The perme-
ability values (so as the damping constant and FMR frequency) can
be very strongly influenced by the presence of a substrate and depend
on the thickness of the magnet [28]. The most stable in terms of the
parameters (and especially similar to our model systems) are multilay-
ered granular films and we have found a good correspondence of the
permeability cures for the FeCo-SiO2 composite (Fig. 3(b)) to the exper-
imental data on relevant multilayered system, (up to small differences
in the composition and size of the nanoparticles), [47]. Note that low
thickness of the interlayer (comparable to the interparticle distances)
is crucial for the frequency dependence of the permeability [48].

4.2. Driving by longitudinal field and by rotating field

In the system driven with the alternating longitudinal field 𝐁(𝑡)∕𝜇0 =
[𝐻𝑥(𝑡), 0, 0], DWs perform the oscillatory motion which leads to the
oscillations of the longitudinal magnetization of the system as a whole.
For the frequencies close to the resonance point and higher, the driven
oscillations of the 𝑚𝑥-component of the magnetization are found to be
of a very low amplitude. However, according to Figs. 2(c), (f), 3(c), (f),
in the sub-GHz range, the oscillations (for Amp(𝐻𝑥) = 0.2 kA/m) rapidly
become significant, of the amplitude comparable to the amplitude
of the 𝑚𝑦-component when the system is driven with the transverse
field of the same amplitude. The increase of the amplitude of the DW
oscillations with decreasing the frequency is usual in ferromagnets [49–
51]. While frequency of the efficient FMR-based response is limited at
the top by the increase of the loss tangent, the frequency of the efficient
DW-assisted response is limited at the bottom by the increase of the
DW-motion amplitude close to the domain size.

For all the systems, we have found the increase of the longitudinal
permeability with decreasing the Gilbert damping constant (Fig. 2(c),
(f), 3 (c), (f)). This suggests the related DW motion to be viscous at the
certain time scale of the period of oscillations (similar to the constant
DW motion below the Walker breakdown). The strongest longitudinal
response has been found for (Fe65Co35)𝑥(Al2O3)1−𝑥 systems. Larger
amplitude Amp(𝑚𝑥) at the composition factor 𝑥 = 0.6 is compen-
sated be the higher saturation magnetization at 𝑥 = 0.75, hence, the
hysteretic losses in both magnets are expected to be similar. Lower
amplitude of magnetization oscillations in (Fe65Co35)0.75(Al2O3)0.25 is
an advantage with regard to the stability of the domain structure. It
allows for the application of stronger driving field than usable for
(Fe65Co35)0.6(Al2O3)0.4. However, large volumeric percentage of the
metallic phase in the former system is a disadvantage in terms of the
requirement of a high resistivity, which is especially important for the
case of the DW-assisted response because of the excess losses.

At the microscale, a very strong rotating field can be created with
a pair of mutually-perpendicular coils which method is utilized for
omnidirectional wireless power transfer [52,53]. Such a field drives
the magnetization rotation and possibly causes the overlap of FMR
with significant oscillations of the DW positions. For sufficiently-low
frequency and high amplitude of the driving field, the response of
the layer to (in-the-plane) rotating field becomes nonlinear, which
limits the operating ranges of the field frequency and amplitude. We
have performed the simulations for the field amplitude of up to 2
kA/m and frequency down to 0.5 GHz for Fe65Co35)0.57(SiO2)0.43,
(Co)0.42(MgF2)0.58, and for (Fe65Co35)0.75(Al2O3)0.25, roughly estab-
lishing that the driven oscillations of in-the-plane components of the
magnetization remain sinusoidal in principle, however, for the later
system, weakly-visible nonlinear features appear in the plot of 𝑚𝑥(𝑡)
in Fig. 4(d) (the blue line).

For the magnetically-softest (Fe65Co35)0.6(Al2O3)0.4, the nonlinear
character of the magnetization oscillations in the rotating field of
2kA/m (well above the longitudinal coercive field of Fig. 1 but be-
low the saturating transverse field) is clearly seen in the range of
frequencies of our study (see Fig. 4(f), (g)). At 0.2 GHz, instead of
the magnetization oscillations, we see in-the-plane rotations of it with

some nonlinear features. Notice that in the vicinity of the linear-
resonance frequency, at 0.75 GHz, under the strong rotating field of
2kA/m, the magnetization oscillations are chaotic. Thus, there is an
upper-limit of the frequency on using the strong rotating field (in the
regime of the nonlinear response) to the power conversion. On the
other hand, at the relatively-low frequency 0.2 GHz, the amplitudes
of the dynamical response have increased from Amp(𝑚𝑦) = 0.14 at
the rotating field 0.2kA/m (or the driving transverse field Amp(𝐻𝑦) =
0.2kA/m) to Amp(𝑚𝑦) > 0.9 and Amp(𝑚𝑥) ≈ Amp(𝑚𝑦) at the rotating
field of 2kA/m. Such a large oscillation amplitude is related to complete
in-the-plane rotations of the magnetization, which we call below a
nonlinear rotational mode. The amplitude of the simultaneous out-of-
the-plane (nonlinear) oscillations (extracted from Fig. 4(h)) provides
an information on the strength of the spin loss (dissipation). The
ratio 𝜂 ≡ Amp(𝑚𝑧)∕Amp(𝑚𝑦) < 0.03 at the rotating field 2.0kA/m of
0.2 GHz frequency is comparable to one of the linear-response regime,
in particular, to the case of the driving with the transverse-field of the
amplitude of 0.2kA/m at the same frequency 0.2 GHz.

In Appendix, we apply van der Pol approach to the ferromagnetic
nonlinear resonance at the rotating field. Note that, the geometry of
our oscillating ferromagnet is different from a widely studied nonlinear-
resonant (PMA) system in a rotating in-the-plane field by the presence
of an in-the-plane anisotropy [54,55], (we focus on the high-frequency
FMR configuration). Despite, established analytical methods to treat
the nonlinear resonance are devoted to weakly-nonlinear oscillations
which is not the case of (Fe65Co35)0.6(Al2O3)0.4 at 0.2 GHz and 2.0
kA/m for instance, there is a transition between the weak- and strong-
nonlinearity regimes with changing the frequency/amplitude of the
driving field. Also, in Appendix, simulations of a simplified uniform sys-
tem of the effective parameters of (Fe65Co35)0.6(Al2O3)0.4 are sketched.
We find the highly-nonlinear oscillations at 0.2 GHz in the nanocom-
posite (Fig. 4(g)) to be well described with the uniform effective model
(Fig. 6(e)). At the resonant frequency of 0.75 GHz and the strong
rotating field 2.0 kA/m, the magnetization oscillations in the nanocom-
posite become chaotic (Fig. 4(f)), whereas, some transient (while not
chaotic) behavior at the same frequency is found in the uniform model
as well (Fig. 6(d)). It should be noted that the transient behavior of
the anisotropic ferromagnets under the rotating field has been studied
within the Melnikov method in [56], with especial attention to our case
of in-the-plane easy-axis anisotropy. However, numerical evaluations
were performed in a different range of parameters (𝐾∕𝐾𝑢 ∼ 1, 𝛼 = 0.01)
than ours (𝐾∕𝐾𝑢 ∼ 100, 𝛼 = 0.1), which are crucial for values of the
Melnikov function.

Evaluating the hysteretic loss, we plot the Zeeman energy with
dependence on time in Fig. 5. The Zeeman energy oscillates with the
amplitude that corresponds to the average volumeric power loss 𝑃𝑉 ∼
Amp(𝐸𝑍 ) via

𝑃𝑉 = 𝜈
𝑉 ∫

1∕𝜈

0

|

|

|

|

𝑑𝐸𝑍
𝑑𝑡

|

|

|

|

𝑑𝑡. (9)

In Fig. 5(a), (b), the time course of the Zeeman energy is shown
for (Fe65Co35)0.6(Al2O3)0.4 layer excited by different-amplitude lon-
gitudinal fields. The Zeeman-energy amplitude Amp(𝐸𝑍 ) significantly
increases with the field so as the volumeric power loss (the hysteretic
loss), from 𝑃𝑉 = 20 W/s⋅m3⋅𝜈 at |𝐁|∕𝜇0 = 0.2 kA/m to 𝑃𝑉 = 300
W/s⋅m3⋅𝜈 at |𝐁|∕𝜇0 = 2 kA/m). The time dependence of the Zeeman
energy of the transverse-field-excited system is plotted in Fig. 5(c),
showing a quite large amplitude of the energy oscillations. According
to Fig. 5(d), the amplitude of the Zeeman energy (thus, the hysteretic
loss) of the system in the rotating field of 2.0 kA/m; (𝑃𝑉 = 80 W/s⋅m3⋅𝜈)
is reduced compared to those in the longitudinal (or even transverse)
fields of the amplitude of 2.0kA/m (Fig. 5(b), (c)).

In the present system, the hysteretic losses are comparable or
smaller than ones evaluated from data on nanogranular magnets, albeit,
to the best of our knowledge, data are available for at least an order
of magnitude smaller frequencies than considered here [57]. More
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Fig. 4. Time dependence of the longitudinal (blue curve) and transverse in-the-plane (red curve) components of the magnetization of (Fe65Co35)0.75(Al2O3)0.25 oscillating in a
rotating in-the-plane field of 2 GHz and 0.2kA/m (a), 2 GHz and 2 kA/m (b), 0.5 GHz and 0.2 kA/m (c), 0.5 GHz and 2 kA/m (d) and the snapshots from the later evolution
(e). The same for (Fe65Co35)0.6(Al2O3)0.4 at 0.75 GHz and 2 kA/m (f), 0.2 GHz and 2 kA/m (g), with the time dependence of the perpendicular component (h) and the snapshots
from the later evolution (i). In the snapshots, the colors indicate the magnetization projection onto the easy axis (𝑚𝑥 component).

importantly, in an alternating (sub-GHz) field of a constant direction,
the eddy-current losses are believed to dominate over the hysteretic
ones, despite the resistivities of the nanocomposites are large. In the
rotating field, our simulations predict the magnetization rotation with-
out or with a minor movement of DWs (see the snapshots in Fig. 5(i)).
When, the direction of the domain magnetization is rotating with a
constant phase shift with respect to the field and that phase shift is
close to 𝜋∕2, (the domain magnetization is remaining perpendicular to
the field), there is no reason for DWs to move, thus, for inducing the
eddy currents. The stability of the domain structure under this high
rotating field is confirmed by the time periodicity of the magnetization-
component plot in Fig. 4(g). In contrast, the instability of the domain
structure in the linearly-polarized (longitudinal or transverse) field

of the corresponding amplitude and frequency is seen from the per-
turbation of the periodicity in the magnetization plots of Fig. 5(b),
(c).

5. Conclusions

The loss tangent of the transverse-field-driven dynamics has been
found to be large for all the Fe65Co35-based composites at the GHz
and sub-GHz frequencies (tan(𝛿𝜔) ∼ 0.1 or higher). The transverse-field-
driven dynamics of the (Co)0.42(MgF2)0.58 layer does not coincide with
the classic description of FMR since, inside magnetic domains, the out-
of-plane magnetization component was visibly nonuniform. Therefore,
instead the loss tangent, we evaluate the ratio of the amplitudes of
the magnetization components 𝜂 ≡ Amp(𝑚𝑧)∕Amp(𝑚𝑦), which is a
characteristic of the spin loss as well. At the driving frequency 0.2 GHz
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Fig. 5. Time dependence of the Zeeman energy of (Fe65Co35)0.6(Al2O3)0.4 under 0.2 GHz alternating field longitudinal to the easy axis of the field amplitude 0.2 kA/m (a), 2.0
kA/m [(b) - left plot], 0.2 GHz alternating field transverse to the easy axis of the field amplitude 2.0 kA/m [(c) - left plot], 0.2 GHz in-the-plane rotating field of 2.0 kA/m
(d). Additionally, the time dependence of the magnetization 𝑚𝑥 (blue line) and 𝑚𝑦 (red line) components of the overall magnetization at the longitudinal [(b) - right plot] and
transverse [(c) - right plot] driving field of the amplitude of 2.0 kA/m and frequency 0.2 GHz.

Fig. 6. Stable (filled dots) and unstable (open dots) critical points of the LL equation on the unit sphere and a trajectory of the weakly-nonlinear magnetization oscillations (a).
Analytically determined equilibrium value of the radius of the phase-space trajectory with dependence on the frequency of the rotating (2 kA/m) field for (Fe65Co35)0.6(Al2O3)0.4,
with different Gilbert-damping constants (b), and simulated with a simplified model of (Fe65Co35)0.6(Al2O3)0.4 (a uniform ferromagnet) time dependence of the transverse in-the-plane
component (𝑚𝑦) of the magnetization under the 2kA/m rotating field of 𝜈 = 2 GHz (c), 𝜈 = 0.75 GHz (d), and 𝜈 = 0.2 GHz (e).

for (Fe65Co35)0.6(Al2O3)0.4 and at 0.5 GHz for the remaining of the
studied systems, 𝜂 = 0.02 ÷ 0.05; (Figs. 2(a), (d), 3(a), (d)). Thus, we
have not managed to avoid a relatively high spin loss in the transverse
magnetic response at sub-GHz frequencies and the power conversion
with the transverse mode of the sub-GHz range is on the limit of
efficiency.

Unlike for the cores of large-scale transformers, lowered remanent
magnetization 𝑀𝑟 (the squareness ratio 𝑚𝑟 ≡ 𝑀𝑟∕𝑀𝑠 < 1, as found
for (Co)0.42(MgF2)0.58) is a not an advantage for the microinductors
in general. The design of the later includes directing the driving field

relative to the axes of the magnetic anisotropy. The requirement of a
low anisotropy for the core materials is not applicable to the energy
conversion that utilizes FMR. A high (close to one) squareness ratio
of the Fe65Co35-based composites ensures the DW-assisted dynamical
response to the longitudinal field to be the strongest possible, whereas,
a close-to-zero surface area of the transverse-hysteresis loops of all the
composites studied is related to the largest possible amplitude of the
FMR-assisted response to the transverse field.

The longitudinal-field-driven (DW-assisted) response in different
composites is found to be significant in the sub-GHz range, while,
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rapidly weakening with increase of the frequency. In the field of
a given amplitude, the magnetically-softer the system is, (the lower
volume of the metallic phase is), the higher amplitude of the DW
oscillations is reached. It is due to the increased DW width in the soft
magnets, thus, the increased DW mobility, (according to the classic
prediction for DW in a constant field by Schryer and Walker [58]). That
increase of the DW-oscillation amplitude in (Fe65Co35)0.6(Al2O3)0.4
compensates a decrease of the saturation magnetization relative to
(Fe65Co35)0.75(Al2O3)0.25 when evaluating the longitudinal permeabil-
ity in the regime of the linear response. However maximum of the
DW-oscillation amplitude, thus, maximum of the driving field is limited
by average size of the domains. Therefore, a lower amplitude of the DW
oscillations in the magnetically-hardest (Fe65Co35)0.75(Al2O3)0.25 than
in the other layers is noticeable with regard to the stability of the DW
structure, whereas, in the magnetically-softest (Fe65Co35)0.6(Al2O3)0.4,
the domain-structure instability in a longitudinal field of the amplitude
Amp(𝐻𝑥) = 2.0 kA/m or higher manifests in chaotic oscillations of the
magnetization. On the other hand, low volume of the metallic phase in
the later system is an advantage in terms of increasing the resistivity,
thus, limiting the excess loss of the longitudinal magnetic response.

Periodic rotations of the magnetization in the layer of (Fe65Co35)0.6
(Al2O3)0.4 are achievable in a sufficiently-strong rotating field below
a frequency of a threshold to the chaotic magnetic response. We have
found the amplitude of in-the-plane magnetization oscillations at |𝐇| =
2 kA/m and 𝜈 = 0.2 GHz to be higher (the magnetization continuously
rotates almost in-the-plane) than the amplitude of 𝑚𝑦(𝑡) at the mag-
netic response to the transverse field of the corresponding amplitude
Amp(𝐻𝑦) = 2 kA/m. The characteristic of the spin loss of the rotation-
excited mode 𝜂 ≈ 0.02 is comparable to one of the linear (rotational
or transverse) excitation modes at the field (or field amplitude) of 0.2
kA/m. Moreover, the nonlinear rotational mode of the magnetization in
(Fe65Co35)0.6(Al2O3)0.4 layer is accompanied by a lower hysteretic loss
than necessary for exciting the longitudinal mode with the alternating
field of equal amplitude. However, the most promising fact about this
mode is the dynamical stability of the domain structure in contrast to
the case of driving with the strong linearly-polarized (longitudinal or
transverse) field. It is related to withholding the excess loss which is the
main power loss in the soft magnets at high frequencies. Utilizing the
driven rotations of the nanocomposite magnetization seems to be a big
chance for increasing the efficiency of the integrated power converters.
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Appendix. Nonlinear ferromagnetic resonance in a rotating field

Reduce (1) for the case of a homogeneous magnetization into

− 𝜕𝐦
𝜕𝑡

= 𝛾𝐦 × (𝐁𝑎𝑛 + 𝐁) − 𝛼𝐦 × 𝜕𝐦
𝜕𝑡

, (10)

where 𝐁𝑎𝑛 =
2𝐾𝑢
�̄�𝑠

(𝐦 ⋅𝑖)𝑖−𝜇0�̄�𝑠(𝐦 ⋅ �̂�)�̂�. At zero external field (𝐁 = 0), the
critical points of (10) are 𝐦 = [±1, 0, 0] or 𝐦 = [0,±1, 0] or 𝐦 = [0, 0,±1]
of whom only those of the first pair (dark dots on the unit sphere
in Fig. 6(a)) are stable equilibria. These stability points are of the
center type in the case of the absence of the spin dissipation, hence,
the surrounding magnetization trajectories should form closed loops
(orbits) on the sphere, (Fig. 6(a)).

In order to determine amplitudes of the driven oscillations of the
magnetization components in a rotating field, we expand 𝑦- and 𝑧-
components of Eq. (10) around 𝐦 = [1, 0, 0] in 𝑚𝑦, 𝑚𝑧, up to the third
order. We apply the van der Pol transform

𝑢(𝑡) = 𝑚𝑦(𝑡) cos(𝜔𝑡) −
√

𝜔1
𝜔2

𝑚𝑧(𝑡) sin(𝜔𝑡),

𝑣(𝑡) = 𝑚𝑦(𝑡) sin(𝜔𝑡) +
√

𝜔1
𝜔2

𝑚𝑧(𝑡) cos(𝜔𝑡). (11)

and write down the dynamical equations of u and v. Averaging them
over the period of the driving field, thus, exchanging 𝑢 → �̃� ≡
1
𝑇 ∫ 𝑇

0 𝑢(𝑡)𝑑𝑡, 𝑣 → �̃� ≡ 1
𝑇 ∫ 𝑇

0 𝑣(𝑡)𝑑𝑡, and transforming the averages into
𝑟 ≡

√

�̃�2 + �̃�2, 𝜙 ≡ arctan(�̃�∕�̃�), one arrives at the autonomous equations

𝑟�̇� = −
𝛼(𝜔1 + 𝜔2)
2(1 + 𝛼2)

𝑟2 −

√

𝜔1𝜔2

8(1 + 𝛼2)
sin(2𝜙) cos(2𝜙)𝑟4

−
𝛾0Amp(𝐻)
2(1 + 𝛼2)

√

𝜔1
𝜔2

cos(𝜙)𝑟

1 − 1
8 𝑟

2
,

[tan(𝜙)]⋅ = 𝜔𝑟2 +

√

𝜔1𝜔2

1 + 𝛼2
𝑟2 −

3
√

𝜔1𝜔2

8(1 + 𝛼2)
cos(2𝜙)𝑟4

−
𝛾0Amp(𝐻)
2(1 + 𝛼2)

√

𝜔1
𝜔2

sin(𝜙)𝑟

1 − 3
8 𝑟

2
. (12)

Since 𝑟 =
√

𝑚2
𝑦 +

𝜔1
𝜔2

𝑚2
𝑧, the critical points [𝑟∗(𝜔), 𝜙∗(𝜔)] (the solutions

for �̇� = 0, �̇� = 0) determine the amplitude of the oscillations of the 𝑚𝑦-
component of the magnetization; 𝑟∗(𝜔) = Amp(𝑚𝑦). In Fig. 6(b), 𝑟∗(𝜔)
is plotted for the parameters {�̄�𝑠, 𝐾𝑢} of the (Fe65Co35)0.6(Al2O3)0.4
composite. The plot shows the dependence of 𝑟∗ on 𝜔 to be unique for
the damping constant 𝛼 = 0.1, whereas, a non-uniqueness typical of
nonlinear resonance (the transition to chaos) is present for 𝛼 ≤ 0.03.

We have verified the above analytical predictions on nonlinear FMR
simulating the uniform ferromagnetic layer of the parameters {�̄�𝑠, 𝐾𝑢,
�̄�𝑒𝑥} of (Fe65Co35)0.6(Al2O3)0.4 and of 𝛼 = 0.1 in a rotating in-the-plane
field, (�̄�𝑠 = 4.8 ⋅ 105A/m, 𝐾𝑢 = 5.0 ⋅ 102J/m3, �̄�𝑒𝑥 = 1.6 ⋅ 10−11J/m).
At 𝜈 = 2GHz, we have found weakly-nonlinear oscillations of the
magnetization whose amplitude coincides quite well with 𝑟∗(2𝜋𝜈), as
seen from the comparison of Fig. 6(b) and 6 (c). However, at low
frequencies (close to or lower than resonant frequency), the oscillations
are not weakly-nonlinear [the formula for 𝑟∗(𝜔) does not apply anymore
and the magnetization vector performs full rotations in the XY-plane
instead, (see Fig. 6(d), (e)).
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A B S T R A C T

The response of composites of magnetic nanoparticles (MNPs) with randomly-oriented magnetocrystalline
anisotropy axes to a linearly-polarized ac field or a rotating field is studied with regard to the concept of
using superparamagnetic nanocomposites as core materials for high (sub-GHz and GHz) frequency power
conversion devices. We perform micromagnetic simulations of systems of spherical 5nm-diameter nanoparticles
of Fe65Co35 with two different concentrations arranged periodically within a dielectric matrix, including
thermal fluctuations of the magnetization within the stochastic thermal field. Because the particles are closely
packed, the effect of surface anisotropy is neglected. The dependence of the amplitude of the magnetic
response function on temperature is determined. We show the inapplicability of Brown’s classic theory of
thermal excitations in single-domain magnetic particles for given material parameters even in the absence
of the magnetostatic field. Magnetostatic interactions of MNPs are found to be necessary for stabilizing the
dynamical magnetic response in the high temperature (low-energy-barrier) range. They allow for driving
magnetization oscillations at room temperature with amplitude comparable to the zero-temperature case.
Dynamical (hysteretic and residual) losses are discussed.

1. Introduction

Early interest in composites consisting of magnetic particles embed-
ded in dielectric matrices was related to microwave absorption. Absorb-
ing composite materials exhibit a broadened dielectric permittivity of
the matrix and a large magnetic resonance width due to eddy-current-
assisted dynamics of the domain structure inside sufficiently large
particles (microparticles of ferrites for instance) [1,2]. In contrast,
low-loss magnetization dynamics in nanoscale metallic/dielectric as-
semblies has gained attention for applications in high-frequency power
conversion. In very small magnetic particles, the eddy currents and the
skin effect are suppressed both because the particle lacks an internal
domain structure, and due to charge confinement when the diameter is
lower than the metallic mean free path of the electrons. A finite spacing
of the nanoparticles provides a dielectric barrier for the electrons and
suppresses interparticle currents, thus suppressing the mechanisms that
lead to excess loss.

In power converters, current-assisted losses are the major problem
at high (microwave) frequencies. To enable on-chip power conversion,
elevating the operating frequency is crucial for miniaturization of
inductors and transformers in order to compensate for reduced values
of the magnetic flux [3–6]. Superferromagnetic (SFM) composites, in

∗ Corresponding author.
E-mail address: Andrzej.Janutka@pwr.edu.pl (A. Janutka).

which magnetic nanoparticles (MNPs) interact to form a ferromagnetic
assembly [7,8], are therefore interesting for low loss, high frequency
applications [9]. Creation of the SFM state requires the MNPs to be
densely packed in order to interact, which makes the interparticle
tunneling barriers narrow and results in unwanted particle clustering.
This raises the tunneling conductivity and paths for direct conductance
can appear. Moreover, SFM is mediated by magnetic-ion dopants in
the nonmagnetic matrix which can create conducting paths themselves.
An electric-field-driven transition between metal and insulator states
within the SFM phase has been observed, which is accompanied by
breaking the conducting paths [10].

These facts have redirected interest towards the application of
superparamagnetic (SPM) nanocomposites to high-frequency power
conversion despite the expected lower permeability and its strong sensi-
tivity to temperature compared to that of SFM nanocomposites [11,12].
The temperature dependence of the magnetic response is governed by
the size dependence of the anisotropy of MNPs [7,13,14]. A higher
anisotropy raises the energy barrier and suppresses thermally-induced
reversal, whereas a higher temperature sensitivity of the magnetic
properties is promoted in the regime where the energy barrier is low
relative to the thermal energy. Increasing the particle volume and/or

https://doi.org/10.1016/j.jmmm.2023.170651
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doping the particles provides a path to the latter regime, as shown in
Refs. [15–17], where strong changes in the temperature dependence of
the susceptibility have been reported.

For power conversion, small nanoparticles (of a diameter below
the electronic mean free path; below 10 nm) are of interest. These
particles exhibit increased anisotropy due to magnetostatic effects from
irregularities in shape, and oxidation can modify the exchange in-
teractions within a surface layer leading to a surface spin glass or-
dering [18,19]. The anisotropy of MNPs can be modified through
fabrication methods, and the question arises whether the magnetic
response characteristics, i.e. the permeability of the engineered SPM
MNP composites could be adequate to allow their use as core mate-
rials in power conversion devices. Engineering the surfaces of NMPs
suspended in fluids via coating has been reported to considerably
influence the effective anisotropy, hence controlling the Brown or Neel
mechanism of thermal relaxation [20]. The effective anisotropy in
surface-modified nanoparticles of low diameter has been reduced to
be close to that of the bulk crystalline material [21–23]. Moreover,
in systems of close-packed nanoparticles, the magnetostatic effect of
the particle-shape imperfections is suppressed by the magnetostatic
interparticle interactions [24].

This article uses a modeling approach to determine the limitations
of the high-frequency magnetic response of composites consisting of
high-moment SPM nanoparticles to both a linearly-polarized alternat-
ing field and a rotating field, with regard to the power conversion
applications. For these applications, we focus on nanocomposites with
relatively high driving fields and with magnetic fractions that yield a
SPM response, and in the frequency range of 0.1–1.0 GHz. We perform
micromagnetic simulations of an idealized composite consisting of
monodisperse and periodically-distributed nanoparticles with bulk-like
material parameters and with randomly oriented uniaxial magnetocrys-
talline anisotropy. The simulated systems are cubical assemblies of
order 100 of small (5 nm) spherical nanoparticles of Fe65Co35, (a
material of high saturation magnetization), influenced by a stochastic
thermal field. We compare the simulated dynamics to those predicted
within Brown’s classic approach to thermal fluctuations in the single-
domain magnetic particle [25]. The theory predicts the relaxation of
the nanoparticles to be dominated by the Brownian mechanism (a con-
tinuous macrospin rotation) at sufficiently high temperature, unlike the
typical approach of treating MNP relaxation using the Neel model, i.e. a
macrospin flipping between two low-energy states [26]. In immobilized
MNPs, the Brownian dynamics correspond to a low magnetic anisotropy
energy, whereas, in fluid suspended MNPs, the Brownian mechanism of
the relaxation is based on the magnetically-driven mechanical rotation
of the nanoparticles which requires the magnetic anisotropy to be
strong [27].

In [28], we described the high-frequency magnetic response of lay-
ers of SFM composites of Fe65Co35 nanoparticles at ferromagnetic reso-
nance (FMR) conditions in the presence of a strong in-plane anisotropy.
In the present work, we focus our simulations on systems in which
the volumetric ratio of the magnetic component is below the threshold
for SFM, which is reported (e.g. for (Fe65Co35)𝑥-(Al2O3)1−𝑥, [29]) to
be about 50%. This provides the opportunity to directly compare the
magnetic response in both SPM and SFM cases. In particular, we verify
the efficiency of the magnetic response of SPM nanocomposites to a
rotating field, which has been found to be higher than the response to
a linear driving field in SFM layers [28].

Below the threshold ratio, in the regime of zero net magnetization,
the correlation between the orientations of the nanoparticle magne-
tizations is caused by magnetostatic (dipole) interactions. Collective
thermal behaviors typical of canonical spin glasses, ZFC-FC splitting
and a temperature cusp in the susceptibility are well known fea-
tures of nanoparticle composites [7]. Based on simulation snapshots,
we distinguish an intermediate regime of the volumetric ratio of the
magnetic content which is lower than that necessary for establish-
ing the SFM state while higher than that relevant to the SPM phase

[7,8,30]. In this intermediate regime, the orientations of the nanopar-
ticle magnetizations are dominated by magnetostatic interactions, lead-
ing, in the case of a periodic spatial distribution of the nanoparticles,
to noncollinear multisublattice ordering. We call such a multisublattice
state a super spin glass (SSG) because in practical systems, structural
disorder is expected to destroy the sublattices, inducing a disordered
collective state via interparticle interactions [31–34]. Both systems
under consideration are closely packed, which counteracts the particle-
surface-induced anisotropy. We consider whether the enhanced dipole
interparticle interactions modify the dynamical susceptibilty relative to
that of the SPM phase.

In Section 2, we formulate the micromagnetic model of the dynam-
ics of SSG and SPM nanocomposites. The model is applied in Sections 3
and 4 to determining the static ordering and investigating the driven
high-frequency dynamics, respectively. Conclusions are collected in
Section 5.

2. Model

The dynamics of a lattice of SPM nanoparticles is described by the
stochastic Landau-Lifshitz-Gilbert (sLLG) equation of the normalized
magnetization 𝐌 = 𝑀𝐦 of the nanoparticles, (here, 𝑀 denotes the
saturation magnetization of the nanoparticles),

− 𝜕𝐦
𝜕𝑡

=
2𝛾𝐴𝑒𝑥
𝑀

𝐦 × 𝛥𝐦 + 𝛾0𝐦 × (𝐇𝑎𝑛 +𝐇𝑚𝑠

+ 𝐇 +𝐇𝑡ℎ) − 𝛼𝐦 × 𝜕𝐦
𝜕𝑡

. (1)

Outside the nanoparticles, in the dielectric matrix, the magnetization
is equal to zero. Here, 𝐇𝑎𝑛, 𝐇𝑚𝑠 and 𝐇 denote the magnetocrystalline
anisotropy field, the magnetostatic (demagnetization) field and an
external applied field, respectively. The orientation of the axes of
the magnetocrystalline anisotropy is randomly assigned for each of
the MNPs. The anisotropy field is related to the anisotropy constant
𝐾 via |𝐇𝑎𝑛| = 2 𝐾∕𝜇0𝑀 . The parameters 𝛾, 𝐴𝑒𝑥 and 𝛼 denote the
gyromagnetic factor, the exchange stiffness and the Gilbert damping
constant, 𝛾0 ≡ 𝛾𝜇0, where 𝜇0 represents the vacuum permeability.

In our numerical simulations, the nanoparticles are spherical in
shape, of equal diameters, and uniformly distributed on a cubic lattice
of 4 × 4 × 4 particles satisfying periodic boundary conditions at each
boundary of the cubic simulation box. A random (thermal) field 𝐇𝑡ℎ
satisfies the correlation property

⟨𝐻𝑡ℎ𝑖(𝑡)𝐻𝑡ℎ𝑗 (𝑡 + 𝜏)⟩ =
2𝑘𝐵𝑇𝛼
𝛾𝜇2

0𝑀
𝛿𝑖𝑗𝛿(𝜏). (2)

In the micromagnetic simulations, after 𝑁 time steps of length 𝛥𝑡, the
relevant thermal field is given by the formula

𝜇0𝐇𝑡ℎ(𝑁𝛥𝑡) =
√

2𝑘𝐵𝑇𝛼∕𝛾𝑀𝛥𝑉 𝛥𝑡𝐬(𝑁𝛥𝑡), (3)

where 𝛥𝑉 denotes the volume of the computational cell, and 𝐬(𝑡) is a
vector of random orientation and of components drawn from a normal
distribution at each time step [35,36].

In the regime of low volume concentration of the magnetic phase
(i.e. a large distance between nanoparticles), the evolution of the
magnetization orientations is treated by applying Brown’s approach to
the dynamics of the single-domain particles with easy-axis anisotropy,
using the Fokker–Planck equation [25]. The effects of the magnetostatic
interparticle interactions are weak perturbations. Brown distinguishes
two basic temperature regimes. In the low-temperature regime (the
high energy barrier regime), the particle can be reduced to a two-level
(classical) system, discretizing the relevant master equation (Neel-type
relaxation). On average, the evolution of the particle magnetization in
a single (let us say 𝑦-axis) direction ⟨𝑚𝑦⟩ = 𝑊1 − 𝑊2, (𝑊1(2) denotes
the probability of the occupation of the 𝑚𝑦 = 1 (𝑚𝑦 = −1) state and
𝑊1+𝑊2 = 1). It is governed by the dynamical Eq. (23) of the Appendix,
which can be rewritten in the form
d⟨𝑚𝑦⟩

d𝑡
= −𝜏−1⟨𝑚𝑦⟩ + 𝛩𝐻𝑦(𝑡). (4)
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Fig. 1. Magnetic ordering in system of 4 × 4 × 4 nanoparticles of Fe65Co35 of 5 nm diameter in consecutive planes of the nanoparticle lattice, at a volumeric ratio of the magnetic
phase content of (a) 𝑥 = 0.13, and (b) 𝑥 = 0.3. The colors and their intensity indicate the magnetization projection onto the 𝑥-axis.

The relaxation rate

𝜏−1 =
2𝛾𝛼

𝑀
(

1 + 𝛼2
) 4𝐾

√

𝐾𝑉
𝜋𝑘𝐵𝑇

𝑒−𝐾𝑉 ∕𝑘𝐵𝑇 (5)

is dependent on the particle volume 𝑉 . The coefficient of the inhomoge-
neous term reads 𝛩 = 𝜏−1𝜇0𝑀∕4𝐾. For 𝐻𝑦(𝑡) = 𝐻 sin(𝜔𝑡), the particular
(long-term) solution to (4) takes the form

⟨𝑚𝑦(𝑡)⟩ =
𝜇0𝑀𝐻
4𝐾

𝜏−1
√

𝜔2 + 𝜏−2
sin(𝜔𝑡 + 𝜙), (6)

𝜙 = −arctan(1∕𝜔𝜏).

The response to a linearly polarized field of SPM with a random
distribution of the magnetic anisotropy axes is obtained by averaging
the projections of the amplitudes of the nanoparticle response ⟨𝑚𝑦⟩𝜔
to the field projected onto the easy axes of the particles ⟨𝑚𝑦⟩𝜔 ≡
∫ 𝜋∕2
0 ⟨𝑚𝑦⟩𝜔 cos2 𝜗 sin 𝜗d𝜗, where cos 𝜗 = 𝐇𝑎𝑛∕|𝐇𝑎𝑛| ⋅ 𝐇∕|𝐇| = 𝐻𝑦∕|𝐇|.

Thus,

⟨𝑚𝑦⟩𝜔 =
⟨𝑚𝑦⟩𝜔

3
=

Amp(𝑀𝑦)
𝑀

, (7)

where (here and below), Amp(…) denotes the amplitude of any oscillat-
ing value, 𝑀 ≡ 𝑀(𝑇 ) denotes the length of the vector of magnetization
of the nanoparticle material and 𝑀 →𝑇→0 𝑀𝑠.

A rotating field in the 𝑋𝑌 -plane makes all in-plane directions of the
nanoparticle anisotropy equivalent in terms of the magnetic response.
Thus, the response function of the system of randomly oriented MNPs
is an average

⟨𝑚𝑦⟩𝜔 = 1
2𝜋 ∫

𝜋

0 ∫

𝜋∕2

−𝜋∕2
⟨𝑚𝑦⟩𝜔 cos2 𝜑 sin3 𝜗d𝜑d𝜗

=
⟨𝑚𝑦⟩𝜔

3
. (8)

In the high-temperature, low energy barrier regime, the amplitude
of the linear magnetic response of a single-domain particle to the
longitudinal AC field is described with the formula

⟨𝑚𝑦⟩𝜔 =
𝑉 𝜇0𝑀𝐻
3𝑘𝐵𝑇

𝜏−11
√

𝜔2 + 𝜏−21

, (9)

where, the (Brown’s) relaxation rate reads

𝜏−11 =
2𝛾𝛼

𝑀
(

1 + 𝛼2
)

𝑘𝐵𝑇
𝑉

. (10)

3. Static ordering

We consider systems of spherical Fe65Co35 nanoparticles of 5 nm
diameter which form a cubic lattice with randomly aligned crystalline
(uniaxial) anisotropy axes. We simulate arrays of 4 × 4 × 4 nanopar-
ticles at the volumetric ratio of the metallic phase 𝑥 = 0.13 (an
interparticle distance of 3 nm) and 𝑥 = 0.3 (an interparticle distance
of 1 nm) under periodic boundary conditions. Numerical parameters
of Fe65Co35 are: the uniaxial-anisotropy constant 𝐾 = 1.5 ⋅ 104 J/m3,
the exchange stiffness 𝐴𝑒𝑥 = 1.7 ⋅ 10−11 J/m, and the Gilbert damp-
ing constant 𝛼 = 0.1. The damping is significantly higher than that
of bulk ferromagnetic Fe65Co35 to account for imperfections of the
nanoparticle shapes. The temperature dependence of the magnetization
is approximated as 𝑀(𝑇 ) = 𝑀𝑠(1+𝑇 ∕2𝑇𝐶 )

√

1 − 𝑇 ∕𝑇𝐶 with a saturation
magnetization 𝑀𝑠 = 1.9 ⋅ 106 A/m and a Curie temperature of 𝑇𝐶 =
950 K. The grid discretization size is 0.5 nm.

At zero temperature, for 𝑥 = 0.13, the zero-field relaxation from a
disordered state leads to a SPM state of the nanoparticle magnetizations
that match closely the orientations of the crystalline anisotropy axes.
However, correlations of the ordering of neighboring nanoparticles
are seen from Fig. 1(a). They are due to dipole interparticle interac-
tions and manifest as a non-arbitrary choice of the orientations of the
nanoparticle magnetization from two opposite directions along the easy
axis. For 𝑥 = 0.3, our system of periodically aligned nanoparticles is
found to prefer a noncollinear multisublattice ordering due to the domi-
nance of the dipole interactions over the magnetocrystalline anisotropy,
(Fig. 1(b)). We call the latter ordering the SSG state as described in the
Introduction. The distinction is made here between the SSG and SPM
phases in terms of ordering in the static magnetization configuration.
Note that some features, a maximum in the temperature dependence
of the magnetization (spin-glass freezing vs. paramagnetic blocking)
and the divergence of the susceptibility at zero temperature can be
seen for zero-field-cooled states of both SPM and SSG, therefore, the
experimental distinction between the two phases is subtle [32,37].

We have verified that the ordering is independent of the size of
the system by simulating arrays of up to 83 nanoparticles. Further, for
𝑥 = 0.3, reducing the grid-discretization size to 0.25 nm, the system
relaxed to an almost uniformly-magnetized state which turned out to
be unstable to a weak oscillating field. Because of the presence of
metastable equilibria, memory effects typical of the spin glasses, in
particular, discrepancies between the field-cooled and zero-field-cooled
states are expected to exist in the SSG regime.
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4. High-frequency dynamics

We next simulate the magnetization dynamics of the SPM and SSG
systems of nanoparticles of Fe65Co35 driven by an alternating linearly-
polarized or rotating field as a function of temperature. Our purpose
is to verify the applicability of Brown’s approach to evaluating the
amplitude of the high-frequency magnetic response and to maximize
the response with respect to the frequency, amplitude and polarization
mode of the driving field. Also, for direct verification of the theory,
we simulate the driven dynamics of the SPM system without the
demagnetization field, thus, without interparticle interactions.

We consider cubic arrays of 4 × 4 × 4 nanoparticles of 5 nm
diameter Fe65Co35 at a volumetric ratio of 𝑥 = 0.13 (the SPM case)
and 𝑥 = 0.3 (the SSG case), applying periodic boundary conditions
and including thermal fluctuations. In our temperature-dependent mi-
cromagnetic simulations, (utilizing the MuMax3 package, [38]), we
apply adaptive time stepping with a lower limit of the time step.
The rule for the lower limitation on the time step is the subject of a
long-term debate. A condition that the thermal exchange length 𝑙𝑡ℎ𝑒𝑥 ≡
√

𝐴𝑒𝑥∕𝜇0𝑀𝐻𝑡ℎ should be larger than the grid discretization size has
been proposed in Ref. [39] and utilized in the present paper, despite
its questioning in Refs. [40,41]. Written according to (3),

𝛥𝑡 =
2𝛼𝑀(𝑇 )𝑘𝐵𝑇

(

𝑙𝑡ℎ𝑒𝑥
)4

𝛾𝐴2
𝑒𝑥𝛥𝑉

>
2𝛼𝑀(𝑇 )𝑘𝐵𝑇𝛥𝑉 1∕3

𝛾𝐴2
𝑒𝑥

≡ 𝛥𝑡1,

the minimum time step cannot tend to zero without the size of the
computational cell tending to zero. Thus, for a given cell size, there is
a lower limit on the time step. On the other hand, the time step should
be as low as possible and other approaches require the convergence of
the numerical solutions to the stochastic LLG equation upon reducing
the time step [42]. We attribute the choice of the method to the size
of the magnetic system. For relatively large mesoscopic magnets, the
ordering energy is large compared to the thermal energy in a wide
range of temperature, thus, the condition of high energy barriers is sat-
isfied and thermal fluctuations do not destabilize the ordering (i.e. the
dynamics is dominated by non-thermal effects). Then, the thermal
exchange length is not expected to play a role unlike the magnetostatic
and magnetocrystalline anisotropy exchange lengths. Small MNPs of
the nanocomposites under consideration are of low magnetic energy
compared to the thermal energy except in a narrow range of very low
temperatures. In order to be exchange ordered, the nanoparticle has to
be discretized with a cell size below the thermal exchange length.

For a discretization size of 0.5 nm (which is sufficiently small to
allow for modeling spherically-shaped MNPs of 5 nm diameter) and
a damping constant of 𝛼 = 0.1, we find 𝛥𝑡1(100 K) = 5 ⋅ 10−15 s and
𝛥𝑡1(500 K) = 2 ⋅ 10−14 s. In our simulations, the time step is close
to its minimum value 𝛥𝑡1 for a given temperature. We did not find
significant effects of the time-step limitation in the low-temperature
range of 𝑇 < 100 K.

4.1. Dynamical response of the superparamagnet

The SPM system in the presence of linearly-polarized ac or rotating
field is simulated. Additionally, we consider the cases of absence or
presence of the demagnetization field. At low temperatures, in the ab-
sence of the demagnetization field, the driving field required to excite
a magnetic response is considerably reduced. We note the condition of
low external field (linear response) reads 𝜇0𝐻 ≪ 𝜇0𝐻𝑎 ≡ 2𝐾∕𝑀𝑠 =
16 mT.

We study the action of a linearly-polarized field of frequencies of
0.1 GHz and 1.0 GHz on SPM. In this range, the response function
amplitude rapidly decreases with frequency becoming low compared to
thermal fluctuations. The field amplitude is 𝜇0𝐻 = 10 mT in majority

of simulations when the demagnetization field is present. In that case,
a high value of the driving field (close to the anisotropy field 𝜇0𝐻𝑎)
is necessary in order to excite magnetization oscillations in the SPM
which are visible over the thermal-fluctuation background. Simulations
were also performed in the absence of the demagnetization for field
amplitude of 𝜇0𝐻 = 2 mT.

In order to demonstrate the methodology, in Figs. 2(a) and 2(b), we
have plotted time dependence of the response function (magnetization
component parallel to the driving field) at the driving frequency of
0.1 GHz for different temperatures, comparing the response curve in
the presence of temperature fluctuations to dynamically averaged curve
(smoothed using the Bezier scheme). Curve smoothing is necessary in
order to provide numerical data and all the magnetization curves from
the temperature simulations below Fig. 2(b) are smoothed in this way.

In Fig. 2(c), we see the smoothed time dependent response for a
series of temperatures between zero and 500 K, which show a weak
influence of temperature on the response amplitude. This result is in
contrast to the case of noninteracting particles, for which a regular
(time-periodic) dynamical response is absent in the temperature regime
corresponding to a low energy barrier 𝐾𝑉 ≪ 𝑘𝐵𝑇 from Figs. 3(a)
and 3(b), however, we notice some weakly-nonlinear behavior of the
response function at 𝑇 = 2 K in Figs. 3(b), 3(c). For MNPs under
consideration, the temperature of the threshold between the high-
and low-energy-barrier regimes is 𝐾𝑉 ∕𝑘𝐵 = 71 K, which is lower
than the operating temperature of any high-frequency devices. Thus,
magnetostatic interactions play an important stabilizing role in the
dynamical response, at the expense of lowered sensitivity to the driving
field (i.e. excitation requires a driving field of increased amplitude).

In the high energy barrier regime 𝐾𝑉 ≫ 𝑘𝐵𝑇 , one can expect to
find a stochastic resonance, which manifests with a maximum of the
temperature dependence of the response amplitude and with vanishing
response at 𝑇 = 0, according to the general theory of thermal exci-
tations in classical two-state systems and in single-domain magnetic
particles in particular [43–48]. Theoretical curves of the temperature
dependence of the response amplitude of noninteracting (Brown’s)
particle systems are plotted in Fig. 3(d). Particle interactions are be-
lieved to shift the temperature of the relevant maximum (the blocking
temperature). It should be stressed that the effect of blocking is not
seen from our simulations. Seen from Figs. 2(c), 3(a)–(c), an unex-
pected feature of the response of both the magnetostatically-interacting
and noninteracting systems is the nonvanishing amplitude at 𝑇 = 0,
which is in contrast to Brown’s theory (Fig. 3(d)). Also, simulations
of the noninteracting systems do not confirm the analytical prediction
of the (time-periodic) magnetic response in the low-energy-barrier
(high-temperature) regime.

We have plotted dynamical field-magnetization (H-M) curves for
the SPM of 𝑥 = 0.13 in the presence of the magnetostatic interac-
tions at 𝑇 = 0 and 𝑇 = 300 K, applying Bezier smoothing. These
curves are shown in Fig. 2(d) and they do not form well defined
(dynamical) hysteresis loops even for 𝑇 = 0. On average, they are non-
hysteretic, though widened by thermal fluctuations. Thus, hysteresis
loss is negligible, though temperature dependent residual loss should
be taken into account with regard to power-conversion applications
of the magnetic nanocomposite. In contrast, an earlier prediction from
the macrospin approach (using rate-equation in the high-energy-barrier
regime, kinetic Monte-Carlo simulations, or Landau-Lifshitz equation)
is the appearance of dynamical hysteresis loop due to the dipole
interactions [49–53].

4.2. Dynamical response at bias perpendicular field

Within the macrospin approach, the effect on a single-domain par-
ticle of the application of a constant field additional to the rotating
field and normal to the rotation plane has been previously studied
analytically [54]. By analogy, we have examined the influence of an ad-
ditional perpendicular field on the amplitude of the dynamical in-plane
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Fig. 2. (a), (b) Comparison of numerical data and Bezier-scheme smoothed curves of the time dependence of the magnetization component parallel to the linearly-polarized driving
field of frequency 0.1 GHz for SPM (𝑥 = 0.13), at (a) temperature 𝑇 = 300 K, (b) 𝑇 = 2 K. In (c), Bezier smoothed curves of the time dependence of magnetization for a series of
temperatures, and (d) the corresponding (Bezier smoothed) dynamical H-M curves for𝑇 = 0 and 𝑇 = 300 K showing absence of a dynamical hysteresis loop.

Fig. 3. (a)–(c) Time dependence of the magnetization component parallel to the linearly-polarized driving field for the SPM nanocomposite (𝑥 = 0.13) in the absence of the
demagnetization field at (a) a driving frequency of 0.1 GHz and amplitude of 2 mT, (b) 1.0 GHz and 2 mT, (c) 0.1 GHz and 0.2 mT. (d) Theoretical value of magnetic response
amplitude of a single nanoparticle obtained within Brown’s macrospin approach; in the high-energy-barrier regime of temperatures — black curves, the low-energy-barrier regime
of temperatures — red curves. All curves in (a)–(c) are smoothed with a Bezier scheme.
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Fig. 4. (a) Time dependence of the magnetization component parallel to the linearly-polarized driving field for the SPM nanocomposite (𝑥 = 0.13) in the absence of the
demagnetization field and in the presence of a constant transverse field 𝜇0𝐻𝑧, for 𝑇 = 0. (b) Dependence of amplitude of the magnetization oscillations on a constant transverse
field for the SPM nanocomposite (𝑥 = 0.13) in the absence or presence of the demagnetization field as well as for the SSG nanocomposite (𝑥 = 0.3) in the presence of the
demagnetization field, for 𝑇 = 0. (c)–(d) Time dependence of the magnetization component parallel to the (c) linear driving or (d) rotating field in the XY plane for the SPM
nanocomposite (𝑥 = 0.13) in the presence of the demagnetization field and in the absence or presence of a strong transverse field at T = 300 K. Inset of (c): the dynamical H-M
curve for a transverse field 𝜇0𝐻𝑧 = 200 mT showing the absence of a dynamical hysteresis loop. All curves in (a), (c) and (d) are smoothed using a Bezier scheme.

magnetic response. Our simplified model of the dynamical magnetic
response of a single-domain particle in the presence of a constant trans-
verse field is developed assuming the 𝑦-axis to be magnetically easy.
We express the total applied field in the form 𝐇(𝑡) = [0,𝐻 sin(𝜔𝑡),𝐻𝑧]
and in the high energy barrier, low temperature regime, the dynamics
of the average magnetization are governed by equations of combined
precession and relaxation

d⟨𝑚𝑥⟩

d𝑡
= 𝛾0𝐻𝑧⟨𝑚𝑦⟩.

d⟨𝑚𝑦⟩

d𝑡
= −𝛾0𝐻𝑧⟨𝑚𝑥⟩ − 𝜏−1⟨𝑚𝑦⟩ + 𝛩𝐻𝑦(𝑡), (11)

Combining the first-order differential equations into the second-order
equation

d2⟨𝑚𝑦⟩

d𝑡2
= −𝛾20𝐻

2
𝑧 ⟨𝑚𝑦⟩ − 𝜏−1

d⟨𝑚𝑦⟩

d𝑡
+ 𝛩

d𝐻𝑦

d𝑡
, (12)

we find the amplitude of normalized magnetization

⟨𝑚𝑦⟩𝜔 = 𝛩𝐻

3
√

𝜔2
(

1 − 𝛾20𝐻
2
𝑧∕𝜔2

)2 + 𝜏−2
(13)

Therefore, our toy model predicts resonance at a driving frequency
close to 𝛾0𝐻𝑧.

In Fig. 4, results of the simulations of magnetic response in the
presence of the bias transverse field are presented. For zero temper-
ature, the amplitude of the magnetic response of the noninteracting
system (without demagnetization field) is seen from Fig. 4(a) to be
influenced by the transverse field, while, it is also dependent on the
driving frequency. For 0.1 GHz, from Fig. 4(b), we find a small increase
of the response amplitude with the bias field up to the resonant value
𝜇0𝐻𝑧 ≈ 4 mT which corresponds to 2𝜋 ⋅ 0.1 GHz= 𝛾0𝐻𝑧. For 1.0 GHz,
the response amplitude significantly increases at the resonance field of

𝜇0𝐻𝑧 ≈ 40 mT relative to the case of zero bias field. Hence, our simple
model is capable of correctly predicting the resonance frequency due to
the bias field, however, similar to the analytical model of Section 2, it
does not correctly predict the temperature dependence of the response
amplitude.

On the other hand, applied to the systems of magnetostatically
coupled nanoparticles at high (room) temperature, a strong transverse
field plays a ‘‘rectifying’’ role. It is shown in Fig. 4(c), Fig. 4(d) that,
due to such bias field of the order of 100 mT, the time dependence of
magnetization is smoothed compared to the unbiased case and becomes
sinusoidal. The effect is similar in the cases of driving with linear-ac and
rotating fields (Figs. 4(c) and 4(d), respectively), and we do not observe
the previously reported enhancement of the magnetic response due to
applying the rotating field to MNP system instead of linear one [55,56].

The bias field application is related to narrowing the area of the H-
M curve of inset of Fig. 4(c), thus, to reducing the previously discussed
(thermally-induced) residual loss.

4.3. Dynamical response of the super spin glass

We simulate the response of a system of densely packed MNPs (the
SSG phase) of the volumetric composition ratio 𝑥 = 0.3. From Fig. 5(a),
one sees the possibility of stabilizing the response course via applying
a strong bias field perpendicular to the driving ac field. Because of
strong magnetostatic coupling between MNPs, efficient bias field is
stronger than in the SPM state (Figs. 4(c) and 4(d)). In spite of the
strong MNP coupling, we do not find any clear hysteresis loop in the
H-M curves, even for zero temperature (unplotted), in contrast to the
macrospin-based approaches of Refs. [49–53]. However, according to
Figs. 5(b) and 5(c), thermal fluctuations influence the H-M area covered
by the plot influencing the residual loss and, similar to the case of SPM,
application of the bias field reduces the hysteresis-like area.
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Fig. 5. (a) Time dependence of the magnetization component parallel to the linearly-polarized driving field for the SSG nanocomposite (𝑥 = 0.3) in the absence and presence of
constant transverse field 𝜇0𝐻𝑧 = 300 mT, for 𝑇 = 300 K. (b)–(c) The corresponding dynamical H-M curve for the driving frequency of 0.1 GHz (b) and 1.0 GHz (c). All curves are
smoothed using a Bezier scheme.

5. Conclusions

For SPM and SSG nanoparticle arrays consisting of Fe65Co35 MNPs
of 5 nm diameter, we have found the dynamical magnetic response
to a linearly-polarized ac field to be weakly dependent on temper-
ature. However, in the presence of dipole interactions, the driving
field has to be relatively high (quite close to the anisotropy field of
16 mT) in order to excite magnetization oscillations which are visible
on the thermal-fluctuation background. In contrast, the magnetization
of a model system of noninteracting particles oscillates regularly when
driven in the low temperature (high-energy-barrier, 𝑇 ≪ 71K) range, at
a relatively low driving amplitude of 2 mT, whereas, in the low-energy-
barrier range, the magnetization oscillations are completely dominated
by thermal fluctuations of random amplitude. Such a high temperature
behavior is not predicted by Brown’s theory of thermal fluctuations
in single-domain particles. Moreover, the two-state approximation of
a monodomain particle in the low temperature regime is not supported
by finite-difference simulations in the absence of the magnetostatic
field, and in particular, the magnetic response does not vanish in the
limit of 𝑇 → 0. In the high-energy-barrier range of temperatures, the
theoretically predicted values of amplitude of the response function
are at least one order of magnitude lower than obtained from low-
and zero-temperature simulations of noninteracting MNPs at the same
driving field. Hence, the internal structure of the particle magnetization
plays a crucial role in the driven dynamics for a given magnetic
material and structure parameters of the nanocomposite.

The dynamical susceptibility of all the MNP systems under study is
a real value since we do not see any stable phase shifts in the time
dependent magnetization relative to the driving field nor do we find
dynamical hysteresis loops. The susceptibility can be evaluated using
simulation data for the systems driven with linearly-polarized field as

𝜒 =
Amp(𝑀𝑦)

𝐻
. (14)

For the SPM system of interacting particles (𝑥 = 0.13), with the data
of Fig. 2(a), we obtain 𝜒 ≈ 2.3 for the frequency of 0.1 GHz and
zero temperature. Correspondingly, for the SSG (𝑥 = 0.3), at 0.1 GHz
and 𝑇 = 0, we estimate the susceptibility to take a similar value
(𝜒 ≈ 2.3) as that of the SPM (unplotted data). At room temperature,
the susceptibilities of SPM and SSG are comparable as well (𝜒 ≈ 2),
while the regularity (i.e. a sinusoidal time dependence) of the response
curves can be improved via the application of a bias transverse field.
The bias field required is lower for SPM than for SSG. Hence, decreasing
the density of particles (decreasing 𝑥 down to 0.13) does not lead
to any considerable weakening of the dynamical magnetic response,
whereas, a low density of MNPs is advantageous in terms of reducing
the electric conductivity via interparticle tunneling. Obtained values of

the high-frequency susceptibility are of the same order of magnitude
as those reported for SPM systems of Fe nanoparticles and Fe3O4
nanoparticles [57,58]. For an assembly of comparable size Fe MNPs, an
experimental value of 𝜒 = 7.7 has been reported at a composition ratio
𝑥 ≈ 0.4, [59], though corresponding to a much lower driving frequency
(in the kHz range).

The sub-GHz susceptibility is two orders of magnitude lower than
what is achievable for SFM nanocomposites [28]. However, besides
the expected low or zero electrical conductivity and the reduced or
eliminated eddy-current loss, we do not observe dynamical hysteresis
in the simulations of SPM nor SSG systems, in contrast to the signif-
icant hysteretic loss predicted for SFMs. Finally, application of a bias
field transverse to the driving field is an efficient method of reducing
temperature-dependent residual loss.
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Appendix. Thermal fluctuations in single-domain particle

Let 𝐌∕𝑀 ≡ 𝐦 = [sin(𝜃) cos(𝜑), sin(𝜃) sin(𝜑), cos(𝜃)]. Brown’s theory
of thermal fluctuations of the macrospin of a particle is based on eval-
uating the distribution function 𝑤(𝐦, 𝑡, 𝑇 ). Transforming it to spherical
variables and considering the case 𝑤(𝜃, 𝜑, 𝑡, 𝑇 ) = 𝑤(𝜃, 𝑡, 𝑇 ), one arrives
at the evolution equation of the Smoluchowski type

𝜕𝑤
𝜕𝑡

= 𝜕
𝜕𝑦

[

(

1 − 𝑦2
)

(

ℎ′ 𝜕
𝜕𝑦

𝑤 +𝐷𝜕𝑤
𝜕𝑦

)]

, (15)

where 𝑦 ≡ cos(𝜃),  denotes the macrospin Hamiltonian, and the
dissipation and diffusion coefficients read ℎ′ ≡ 𝛾𝛼

𝑀(1+𝛼2) and 𝐷 ≡
ℎ′𝑘𝐵𝑇

𝑉 , respectively. Applying the method of separation of variables and
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expanding the angular part of the distribution function with respect to
the Legendre polynomials 𝑃𝑙(𝑦), from (15), one obtains

𝑤(𝜃, 𝑡, 𝑇 ) = 𝑤0(𝜃) + e−𝑉(𝜃)∕𝑘𝐵𝑇

×
∞
∑

𝑙=1
𝐴𝑙𝑃𝑙[cos(𝜃)]e−𝑝𝑙 𝑡, 𝑝𝑙 =

ℎ′𝑘𝐵𝑇
𝑉

𝑙(𝑙 + 1)

𝑤0(𝜃, 𝑇 ) = 𝑍−1e−𝑉(𝜃)∕𝑘𝐵𝑇 , 𝑍 = 2e−𝑉(0)∕𝑘𝐵𝑇 . (16)

The coefficients of the expansion 𝐴𝑙 are found, for the initial condition
lim𝑡→0 𝑤(𝜃, 𝑡, 𝑇 ) = 𝛿[cos(𝜃) − cos(𝜃′)] ≡ 𝛿(𝑦 − 𝑦′), to take the form

𝐴𝑙(𝑦′) =
2𝑙 + 1
2

e𝑉(𝑦′)∕𝑘𝐵𝑇 𝑃𝑙(𝑦′). (17)

The initial condition will be denoted with 𝑤(𝜃, 𝑡, 𝑇 ) ≡ 𝑤(𝜃, 𝜃′, 𝑡, 𝑇 ).
In the high-temperature (low-energy-barrier) regime, the amplitude

of the dynamical magnetic response is evaluated via determining the
autocorrelation function of the magnetization

⟨𝛿𝑀𝑧(𝑡)𝛿𝑀𝑧(0)⟩∕𝑀2

= ∫

1

−1 ∫

1

−1
𝑦𝑦′𝑤(𝑦, 𝑦′, 𝑡)𝑤0(𝑦′)d𝑦′d𝑦 = 1

3
e−𝑝1𝑡. (18)

The formula (9) is obtainable from (18) via the fluctuation–dissipation
theorem.

In the high-energy-barrier regime, writing (15) in the form
𝜕𝑤
𝜕𝑡

= 1
2𝜋

𝜕𝐼
𝜕𝑦

, (19)

one considers a stationary solution (𝐼 = const), which is related to the
linear equation

sin 𝜃
(

ℎ′ 𝜕
𝜕𝜃

𝑤 +𝐷𝜕𝑤
𝜕𝜃

)

= 𝐼
2𝜋

, (20)

Here, 𝐼 represents the intensity of the probability current flowing
between discrete macrospin states 𝜃 ≈ 0 and 𝜃 ≈ 𝜋 of the occupation
probabilities

𝑊1(𝑡) ≈
𝑤(0, 𝑡, 𝑇 ) ⋅ 2𝜋
e−𝑉(0)∕𝑘𝐵𝑇 ∫

𝜃1

0
e−𝑉(𝜃)∕𝑘𝐵𝑇 sin 𝜃d𝜃

𝑊2(𝑡) ≈
𝑤(𝜋, 𝑡, 𝑇 ) ⋅ 2𝜋
e−𝑉(𝜋)∕𝑘𝐵𝑇 ∫

𝜋

𝜃2
e−𝑉(𝜃)∕𝑘𝐵𝑇 sin 𝜃d𝜃, (21)

thus, 𝐼 = −�̇�1 = �̇�2. The integration of (20) leads to

𝑤(𝜃2, 𝑡, 𝑇 )e𝑉(𝜃2)∕𝑘𝐵𝑇 − 𝑤(𝜃1, 𝑡, 𝑇 )e𝑉(𝜃1)∕𝑘𝐵𝑇

= − 𝑉 𝐼
2𝜋𝑘𝐵𝑇ℎ′ ∫

𝜃2

𝜃1
e𝑉(𝜃)∕𝑘𝐵𝑇 d𝜃

sin 𝜃
. (22)

One arrives at the dynamical equation of the (normalized) magnetic
moment

�̇�1 − �̇�2 = −2ℎ′e−𝑉 𝐾∕𝑘𝐵𝑇

𝐼𝑚

[

𝑊2
(

2𝐾 + 𝜇0𝐻𝑧𝑀
)

−𝑊1
(

2𝐾 − 𝜇0𝐻𝑧𝑀
)]

, (23)

where 𝐼𝑚 =
√

2𝜋𝑘𝐵𝑇
−𝑉′′(𝜃𝑚)

≈
√

𝜋𝑘𝐵𝑇
𝑉 𝐾 and (𝜃𝑚) ≡ max(𝜃), to be solved

with the constraint 𝑊1 +𝑊2 = 1.
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Abstract

The response of arrays of magnetic nanoparticles (MNPs) of cubic anisotropy materials (magnetite or iron) to high-
frequency (sub-GHz) field is investigated utilizing micromagnetic simulations. Composites of MNPs embedded in di-
electric media are of interest as core materials for high-frequency power microconverters with low eddy-current losses.
Going beyond the macrospin approximation for MNPs (including internal spin structure), we simulate the magnetiza-
tion dynamics of arrays of spherical and periodically arranged MNPs under periodic boundary conditions and in the
presence of thermal fluctuations of the magnetization within the stochastic thermal field. Analyzing the dependence
of the dynamical response on the size of the MNPs, we find the size to be crucial for exciting regular magnetization
oscillations at room temperature and reducing hysteresis loss. The efficiency of the dynamical response of composites of
high-magnetization-metal (iron) MNPs is compared to that of magnetite nanocomposites. We find the sub-GHz suscep-
tibility of magnetite-containing nanocomposite to be comparable to that of the iron MNPs despite the lower saturation
magnetization of Fe3O4, (at the volumetric ratio of the magnetic phase of 0.13, susceptibility is χ ≈ 1.6 for 5nm Fe and
≈ 1.4 for 12nm Fe3O4 MNPs at T = 300K and frequency of 0.1GHz).

Keywords: superparamagnetism, power conversion, micromagnetic simulations, microwave frequency
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1. Introduction

Superparamagnetic composites of magnetic nanopar-
ticles (MNPs) embedded in dielectric matrices are con-
sidered to be an alternative to soft ferromagnetic materi-
als for high-frequency applications, and in particular, they
could serve as core materials for on-chip power convert-
ers [1, 2, 3, 4]. The advantages of such nanocomposites
are low electrical conductivity due to large spacing of the
metallic MNPs, (thus, low excess loss), and a lack of in-
ternal domain structure, yielding low or zero intra-particle
eddy-current losses. The latter property of MNPs requires
their diameter to be very small, while a large separation
between the MNPs requires the volumetric ratio of the
magnetic phase to be low. Under these conditions, the
magnetic response of the superparamagnetic nanocompos-
ites is critically dependent on the saturation magnetization
of the MNP material. Motivated by these considerations,
we have previously simulated the response of superpara-
magnetic composites of spherical nanoparticles made of
Fe65Co35, a material of with high saturation magnetiza-
tion and low magnetic anisotropy [5]. MNPs consisting of
magnetic metallic elements or alloys are prone to oxida-
tion. In the present paper, we verify by means of micro-
magnetic simulations whether MNPs of an oxide, mag-

netite (Fe3O4) can serve as an alternative material for
high-frequency magnetic nanocomposites.

Temperature fluctuations are key factor in the dynam-
ics of superparamagnetic nanoparticles and they have to be
included into studies of high-frequency magnetic response.
The classic theory of such fluctuations is capable of pre-
dicting the dynamical response in the linear regime within
the macrospin approximation for magnetic particles [6].
However, the macrospin approximation can be question-
able, especially, for high-frequency dynamics. Also, signifi-
cant response at high frequency may require use of a strong
driving field which leads to nonlinear effects in the evolu-
tion of the magnetization. Besides the difficulties of apply-
ing an analytical approach to nonlinear theory of thermal
fluctuations in a magnetic particle, additional complexity
is introduced by the magnetostatic interactions between
MNPs. A way to avoid these difficulties is performing mi-
cromagnetic simulations which take into account thermal
fluctuations and we apply the stochastic-Landau-Lifshitz-
Gilbert (sLLG) equation to accomplish this aim. Of spe-
cial interest in the present paper are the zero tempera-
ture and room temperature dynamical responses of sys-
tems of cubic-anisotropy MNPs since the former case is
especially valid to studying breakdown of the macrospin
approximation for MNPs, whereas the room temperature
case corresponds to the operating conditions for magnetic-
nanocomposite-based devices.

In spite of the relatively low saturation magnetization
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of oxides, surface anisotropy, and a significant crystalline
anisotropy, we consider systems of idealized uniformMNPs
of equal sizes that are periodically arranged in space, with
random orientations of their crystalline anisotropy axes,
with the purpose of determining physical limitations of the
magnetic response. Unlike previously simulated Fe65Co35,
magnetite has cubic magnetic anisotropy, which motivates
our comparative study of the magnetic response from a
system of MNPs of iron which is another cubic material.
Among magnetic nanocomposites, arrays of both Fe3O4

and Fe nanoparticles are frequently studied because of
their low cost for inductive-core applications and poten-
tial applicability to hyperthermia treatment [7, 8, 9, 10,
11]. Real systems are affected by clustering of MNPs and
by their shape, structure and dispersion. Controlling all
these factors simultaneously is challenging, for example
larger nanoparticles offer easier control of their shape but
a stronger tendency towards clustering [12]. Simulations
allow the effects of these factors on the response character-
istics to be identified more easily than in an experiment.

A model of the dynamics of cubic-anisotropy MNPs is
formulated in Sec. 2 and applied in Sec. 3 to performing
micromagnetic simulations of the response to an oscillating
magnetic field. Sec. 5. is devoted to summarizing the
results.

2. Model

The time evolution of the magnetization of nanocom-
posite is governed by the sLLG equation

−∂m

∂t
=

2γAex

M
m×∆m+ γ0m× (Han +Hms

+H+Hth)− αm× ∂m

∂t
. (1)

Here, we consider the normalized magnetization m =
M/|M| ≡ M/M which is non-zero in the nanoparticles,
while it vanishes in the matrix. The magnetization value
satisfies M →T→0 Ms, where Ms denotes the saturation
magnetization. The fields Han and Hms result from the
presence of the magnetocrystalline anisotropy and the de-
magnetization (the magnetostatic field), whereas H rep-
resents the external magnetic field. The axes of the crys-
talline anisotropy are assumed to be constant within each
MNP, but randomly oriented within the nanocomposite.
The anisotropy field is related to constant of the cubic
anisotropy of the MNP material K1. The parameters of
the sLLG equation γ, Aex and α denote the gyromagnetic
ratio, the exchange stiffness and the Gilbert damping con-
stant, γ0 ≡ γµ0, where µ0 represents the vacuum per-
meability. The exchange field 2Aex∆m/µ0M is defined
locally, inside MNPs, (similar to the anisotropy Han and
thermal Hth fields), since the Laplacian of magnetization
∆m is undefined in the area of nonmagnetic matrix. The
magnetostatic field which is defined everywhere in the grid
determines the long-distance interactions, thus, it deter-
mines the dipole-dipole interactions between MNPs.

We consider periodic array (a cubic lattice) of spheri-
cal MNPs of equal diameters, which are represented in our
numerical simulations by a cubic box of 4×4×4 nanoparti-
cles with periodic boundary conditions applied to the box.
A thermal field Hth randomly fluctuates in time (its value
and direction are drawn in each time step), satisfying the
correlation property

⟨Hthi(t)Hthj(t+ τ)⟩ = 2kBTα

γµ2
0M

δijδ(τ). (2)

At a time point t = N∆t, where ∆t denotes the time step,
the thermal field is equal to

µ0Hth(N∆t) =
√

2kBTα/γM∆V∆t s(N∆t), (3)

where ∆V denotes the volume of the computational cell,
and s(t) is a vector of random orientation and of com-
ponents drawn from a normal distribution [13, 14]. Thus,
during the evolution, both the magnetization and the stochas-
tic (thermal) field are nonuniform within each MNP.

For an isolated MNP of the cubic magnetic anisotropy,
the evolution of its macrospin is described with a modified
Brown’s theory of thermal fluctuations in a single-domain
magnetic particle, originally formulated for uniaxial mag-
nets [6]. The cubic-anisotropy version of the theory has
been developed in [16, 17, 18]. Considering one of the
three easy directions to be parallel to an external (driv-
ing) field, one arrives at the temperature dependence of
the response function

⟨my(t)⟩ =





µ0MH
4K1

τ−1
1 sin(ωt+ϕ1)√

ω2+τ−2
1

kBT ≪ K1V

µ0MHV
kBT

τ−1
2 sin(ωt+ϕ2)√

ω2+τ−2
2

kBT ≫ K1V
, (4)

where 1/τ2 ≈ 2γαkBT/MV

and τ2/τ1 ∝ (K1V/kBT )
3/2

e−K1V/4kBT . However, the va-
lidity of the macrospin approach can be questionable, es-
pecially beyond the linear response regime. In the present
work, we test systems of MNPs of higher crystalline anisotropy
than in Ref. [5], thus, of higher temperature of transi-
tion between the high- and low-energy-barrier dynamical
regimes, which is equal to K1V/kB . On the other hand,
the arrays of MNPs that we investigate are different in
terms of the saturation magnetization of the nanoparti-
cle material (Ms of iron is much higher than Ms of mag-
netite), thus, the magnetostatic (dipolar) interactions be-
tween MNPs differ in strength. Both the breakdown of the
macrospin approximation and the magnetostatic interac-
tions can make the Brown-like picture of the magnetiza-
tion dynamics inapplicable to the MNP arrays, therefore,
we rely on the micromagnetic simulations rather than on
an analytical approach.

3. Simulation results

The relaxation and driven dynamics of systems of 4x4x4
MNPs in which the magnetic-phase has a volumetric ratio

2
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Figure 1: Magnetic ordering in system of 4x4x4 nanoparticles of Fe3O4 and Fe of 5nm diameter in consecutive planes of the nanoparticle
lattice, at a volumetric ratio of the magnetic phase content of x = 0.13. The colors and their intensity indicate the magnetization projection
onto the y-axis.

of 0.13 with periodic boundary conditions were simulated
using the MuMax3 package, including thermal fluctuations
[19, 14]. We deal with systems of 5nm-diameter MNPs of
Fe3O4 and Fe as well as systems of 9nm-, 12nm- and 15nm-
diameter MNPs of Fe3O4. The material parameters for Fe
are: the cubic-anisotropy constant K1 = 4.8 · 104J/m3,
the exchange stiffness Aex = 2.0 · 10−11J/m, and the sat-
uration magnetization Ms = 1.7 · 106A/m. The grid dis-
cretization size is 0.5nm. Thus, a single cell in the micro-
magnetic model represents a volume containing at least 8
magnetic atoms with a total spin higher than 10, which
is important for approximating its magnetic moment with
a classical vector, while the cell size is small enough to
accurately model the spherical shape of MNPs. Tempera-
ture is assumed to modify the magnetization of MNPs fol-
lowing the relation M(T ) = Ms(1 + T/2TC)

√
1− T/TC ,

(following [15]). For Fe3O4, we use different parameters to
low-temperature (T < 120K) and high-temperature (T >
120K) regimes, below and above the Verwey transition [9].
Below the Verwey-transition temperature, the anisotropy
of magnetite is strong and uniaxial, Ku = 20 · 104J/m3,
and Aex = 1.2 · 10−11J/m, Ms = 4.0 · 105A/m. Above the
transition, the anisotropy is cubic, (thus, we modify the
numerical model of the low-temperature phase relative to
the basic model of Sec. 2), and the parameters take val-
ues of K1 = −1.1 · 104J/m3, Aex = 1.2 · 10−11J/m, and
Ms = 4.8 · 105A/m. Measurements of temperature depen-

dence of the anisotropy parameters of magnetite show that
K1 reaches a minimum at room temperature [20, 21]. In
our simulations, for better insight into the role of thermal
fluctuations in the magnetization dynamics, we consider
a wide range of temperatures T = 150 ÷ 450K treating
K1 as constant, thus, maintaining the same starting state
of the dynamical simulations for different temperatures.
Within this approach, |K1| is overestimated by a factor
of 2 at the ends of the temperature range (at T = 150K
and T = 450K) while it is correct at the most important
point T = 300K. The grid discretization size is scaled with
the nanoparticle diameter and it takes values of 0.5nm,
0.9nm, 1.2nm and 1.5nm for MNPs of 5nm, 9nm, 12nm
and 15nm diameter, respectively. A Gilbert damping con-
stant α = 0.1 is taken for all the nanocomposites in order
to account for the effects of imperfections of MNP surfaces.
Ferromagnetic resonance data for MNP systems and poly-
crystalline magnets suggest considerably higher damping
constants than for bulk magnets [22, 23, 24, 25].

Snapshots of three of the relaxed magnetization struc-
tures are presented in Fig. 1. In all the simulated sys-
tems, the crystalline anisotropy (uniaxial in magnetite be-
low the Verwey point or cubic in other cases, of randomly
oriented easy axes) is strong enough to determine the equi-
librium magnetization state, making the magnetization al-
most parallel to the easy axes inside the nanoparticles.
The magnetostatic interactions between MNPs influence

3
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Figure 2: Time dependence of magnetization component parallel to a linearly-polarized driving field of amplitude 10mT and frequency 0.1GHz
for an array of 5nm MNPs of Fe3O4 with x = 0.13 at temperatures below the Verwey point. In (a), a comparison of raw data (grey points)
and corresponding smoothed (using Bezier scheme) curve for T = 10K. In (b), all curves for T > 0 are smoothed using a Bezier scheme.

Figure 3: Time dependence of magnetization component parallel to a linearly-polarized driving field of amplitude 10mT and frequency 0.1GHz
for array of (a) 9nm MNPs and (b) 12nm MNPs of Fe3O4 with x = 0.13 at temperatures above the Verwey point. In (a) and (b), all curves
in (a) and (b) are smoothed using a Bezier scheme.

the ordering as well, favoring some orientations of the
magnetization along the magnetocrystalline easy axes by
magnetization of neighboring nanoparticles. The effect of
the magnetostatic interactions on the equilibrium states is
minor for Fe3O4 nanoparticles below the Verwey temper-
ature (Fig. 1(a)) because of low saturation magnetization
and high anisotropy constant, (a small total magnetic mo-
ment is present due to finite number of MNPs), while, it is
stronger for the iron nanoparticle system of the same volu-
metric ratio x = 0.13. In the later case, from Fig. 1(b), we
find correlations in the orientations of the magnetic mo-
ments of nanoparticles which manifest in a stripe structure
of the magnetization similar to that reported for the ar-
ray of Fe65Co35 MNPs in Ref. [5]. This is a consequence
of a the high saturation magnetization of iron, leading to
strong magnetostatic interactions. All the relaxed mag-
netization structures in Figs. 1(a)-1(c) are used as the
initial states for the simulations of dynamical response.
With the purpose of simulating high-temperature dynam-
ics, we also relax the magnetite array with the parameters
relevant above the Verwey transition, focusing on arrays
of larger MNPs of 9nm to 15nm-diameter). An example of
the resulting magnetization structure is presented in Fig.
1(c), in which we again find correlations in the orientations
of higher magnetic moments of nanoparticles than these of
small MNPs of Fig. 1(a).

The dynamics have been simulated for a linearly-polarized
driving field of 10mT and of a frequency of 0.1GHz, ap-
plying the adaptive time stepping [26], (see details of the
numerical method in [5]). The raw-data of the magnetiza-
tion dependence on time at nonzero temperature is noisy
due to thermal fluctuations. The curves in Figs. (2)-(6)
were obtained via applying a Bezier smoothing method,
following reference [5]. In Fig. 2(a), we demonstrate appli-
cation of that smooting method. The driving field is strong
enough to ensure a magnetic response in magnetostatically
interacting systems, and the chosen frequency is not high
enough to decrease the amplitude of the response. For the
sub-GHz and GHz regimes, we have verified that the re-
sponse amplitude decreases considerably as the frequency
increases, in accordance to data [27]. For 5nm-diameter
MNPs of magnetite, below the Verwey point (T < 120K),
the time dependence of the magnetization is plotted in
Fig. 2(b) for a series of temperatures. We see an almost
constant response of the magnet in a whole range of tem-
peratures up to the Verwey point, with magnetization am-
plitude below 1 kA/m (compared to the saturation mag-
netization of 0.13Ms = 52kA/m). Below the Verwey tran-
sition temperature, Fe3O4 has a high uniaxial crystalline
anisotropy, thus the theoretical temperature for the high-
to-low energy-barrier transition is large, KuV/kB = 948K
in spite of low volume of the MNPs. In consequence, in

4
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Figure 4: (a) Time dependence of magnetization component parallel to a linearly-polarized driving field of amplitude 10mT and frequency
0.1GHz for array of 12nm MNPs (dash line) and 15nm MNPs (solid line) of Fe3O4 with x = 0.13 at T = 300K. In (b) and (c), the corresponding
dynamical magnetization-field (M-H) curves for time period of 0-100ns. The density of lines in (b) is high at the line crossing the point [0,0]
(for 12nm MNPs), whereas in (c), the density of lines creates a hysteresis-like loop (for 15nm MNPs). In (a)-(c), all curves are smoothed
using a Bezier scheme.

Fig. 2(b), we do not see much change of the magnetiza-
tion amplitude with temperature up to T = 100K (close
to the Verwey point), whereas the response function oscil-
lates around a stable equilibrium state that has nonzero
magnetization (as shown in Fig. 1(a) and discussed in the
Appendix). In contrast, above the Verwey transition tem-
perature, the crystalline anisotropy is cubic and weaker,
which leads to a theoretical value of temperature of the
high-to-low energy-barrier transition of |K1|V/kB = 52K.
This suggests that the system is in the low energy bar-
rier regime and thermal fluctuations disrupt the magnetic
response of 5nm MNPs of magnetite. The magnetostatic
interactions between MNPs are too weak to counteract
thermal destabilization of the dynamics. Therefore, to ob-
tain a room temperature response in magnetite we simu-
late systems of larger nanoparticles, 9nm, 12nm and 15nm
diameter.

In Fig. 3(a) and Fig. 3(b), the time dependent re-
sponse is plotted for magnetite composites of 9nm and
12nm MNPs, respectively, for a series of temperatures:
T = 150K, 300K, 450K. For 9nm diameter MNPs, we see
that thermal fluctuations damp and dephase the driven
magnetization oscillations at and above room temperature.
For 12nm MNPs of magnetite, the high-to-low energy-
barrier transition temperature is as large as |K1|V/kB =
720K. The system is in a high energy barrier regime, the

response function amplitude is high and the oscillations
are regular. The magnetization of the MNPs is homoge-
neous in the relaxed state, not influenced by curvature of
the MNP surface, even for the MNPs of 12nm diameter. A
decrease of amplitude of the response function with tem-
perature in the regime of high-energy-barrier is seen from
Fig. 3(b). We consider it as a nonlinear effect since, fol-
lowing equation Eq. (4), in the high-energy-barrier regime,
for the magnetic particle (as well as for any classical sys-
tems undergoing stochastic resonance), the amplitude of
the linear response function vanishes as T → 0 up to weak
oscillations around equilibrium [28, 29].

Motivated by data of Ref. [27], we simulated arrays of
magnetite nanoparticles with 12–15nm diameter at room
temperature. The data show rapid increase of the imag-
inary part of the permeability for MNPs with increasing
nanoparticle diameter between 12nm and 15nm at a fre-
quency of 0.1GHz. A phase shift between the response
functions for arrays of 12nm and 15nm MNPs is not seen
from Fig. 4(a). However, from our simulations, we see the
appearance of a dynamical hysteresis loop for the 15nm
MNP array (Fig. 4(c)). In contrast, for 12nm MNPs, we
have found thermal-fluctuation-related widening of the dy-
namical magnetization-field (M-H) curve which does not
form a hysteresis loop (Fig. 4(b)). The shapes of the
dynamical hysteresis loops are unstable in the presence
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Figure 5: Time dependence of magnetization component parallel to a linearly-polarized driving field of amplitude 10mT and frequency 0.1GHz
for array of 5nm MNPs of iron at x = 0.13 simulated with the (a) absence and (b) presence of the demagnetization field. In (a) and (b), all
curves for T > 0 are smoothed using a Bezier scheme.

Figure 6: The magnetization-field (M-H) curve of Fe nanoparticle
system corresponding to the dynamics in figure 5(b). The grey curve
is smoothed using a Bezier scheme.

of thermal fluctuations because we perform limited-term
simulations of a single magnetic system not a statistical
ensemble of magnets. Nevertheless, the densities of lines
representing consecutive periods of the M-H plots are sug-
gestive of a loop in Fig. 4(c), thus of a collective remag-
netization of MNPs ensemble, unlike in Fig. 4(b) where
there is no loop opening. More details on the M-H curves
end evaluation of volumetric power loss, are given in Ap-
pendix.

For the purpose of comparison of the dynamics in ar-
rays of different MNPs of cubic anisotropy, we also stud-
ied a system of 5nm-diameter MNPs of iron (the tempera-
ture of high-to-low energy barrier transition is |K1|V/kB =
228K). Additionally, we analyze the role of the magneto-
static field by performing simulations in the absence and
presence of this interaction field. For both cases, Fig. 5(a)
and Fig. 5(b), the amplitude of the magnetic response
increases with temperature in the low-temperature range,
though it does not vanish in the limit of T → 0, unlike
the behavior expected from the classic description of the
magnetic particle response (equation (4)), [6]. This may
be understood by considering that the classic (macrospin-
approximation-based) Neel-Brown theory of linear mag-
netic response in the presence of thermal fluctuations is
applicable to a driving field much smaller than the thermal

field H ≪ ⟨Hth⟩ ∝ T 1/2, whereas our simulations are be-
yond the linear regime in the zero-temperature limit. The
inclusion of the magnetostatic field results in a decrease of
the response function amplitude, however, at high temper-
atures, in particular at room temperature, the magneto-
static field stabilizes the periodicity of the magnetization
vs. time (Fig. 5(a) vs. Fig. 5(b)), similar to [5].

In Fig. 6, the dynamical M-H curve is plotted for the
iron nanoparticle system at T = 0 and T = 300K, which
correspond to the magnetization dynamics plotted with
purple and grey lines of Fig. 5(b). We notice temperature
dependent widening of the M-H plot, which is related to
thermally-induced non-hysteretic loss, similar to the M-H
curve for an array of magnetite nanoparticles of sufficiently
low diameter (Fig. 4(b)). However, the magnetic (not
related to eddy current) loss is zero in average (over many
cycles) if there is no dynamical hysteresis loop.

4. Conclusions

We have analyzed the response of composites of iron
and iron oxide (magnetite) MNPs of cubic crystalline anisotropy
to an AC magnetic field of 0.1 GHz. Iron has a large
saturation magnetization and high conductivity, whereas
magnetite has low conductivity and low saturation magne-
tization. Both materials have relatively high magnetocrys-
talline anisotropy, unlike the previously studied Fe65Co35
MNPs [5], which had a high conductivity, high saturation
magnetization and low uniaxial anisotropy [5].

Thermal fluctuations destabilize the driven oscillations
of the magnetization of nanocomposites at room temper-
ature. Stabilization is provided by the dipole-dipole mag-
netostatic interactions which are strong enough to ensure
sinusoidal magnetization changes in the array of Fe MNPs
of 5nm diameter. For the arrays of 5nm Fe3O4 MNPs, this
mechanism for stabilization is inefficient at room temper-
ature because of the low saturation magnetization. The
magnetic response can be stabilized against thermal noise
by up-shifting the transition temperature from high-to-low
energy barrier regime to be above room temperature, by
increasing the volume (diameter) of MNPs. This is seen
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in 12nm-diameter Fe3O4 MNPs which showed stable si-
nusoidal oscillations of the magnetization. The need for
strong crystalline anisotropy in MNPs appears paradoxi-
cal since granular materials made of low-anisotropy mag-
netic particles are expected to be preferable with regard
to reducing hysteresis loss. However, for sufficiently small
MNPs, we do not find any dynamical hysteresis of com-
posites of MNPs with randomly oriented anisotropy axes
from our simulations even for the array of anisotropic Fe
nanoparticles (see Fig. 6), and only non-hysteretic loss is
important at room temperature.

We note that dynamical hysteresis from composites of
magnetite nanoparticles at Hz and sub-kHz regime has
been predicted previously (within macrospin approach),
however, its area is strongly dependent on the frequency
and nanoparticle size (interaction strength) [30, 31]. A
very strong dependence of the real and imaginary parts of
the susceptibility on frequency and density of the magnetic
content has also been found for assemblies of iron nanopar-
ticles [32]. For both nanocomposites of magnetite and iron,
there are available experimental data on the dynamical re-
sponse at sub-GHz and GHz ranges [12, 3]. They show
almost zero imaginary part of the susceptibility for suffi-
ciently low MNPs and low volumetric ratio of magnetic
content, i.e. without nanoparticle agglomeration. For
both magnetite and iron, we have found the amplitude of
room-temperature 0.1GHz oscillations of magnetization to
be comparable to the maximum amplitude of the formula
(4) in the limit of zero frequency; ∼ µ0MH/4K1. Hence,
the dynamics considered is beyond the regime of applica-
bility of the Neel-Brown theory of linear response. The
room temperature susceptibility of the composite of 12nm
MNPs of Fe3O4 and the volumetric ratio of the magnetic
subsystem x = 0.13 is found to take χ ≈ 1.4 at T = 300K
and frequency of 0.1GHz. A similar susceptibility has been
measured for 12.8nm MNPs of magnetite in Ref. [27]. For
analogous conditions, despite much higher saturation mag-
netization of iron than magnetite, the susceptibility of the
composite of 5nm MNPs of iron is comparable, χ ≈ 1.6 at
room temperature. A comparable value of the susceptibil-
ity (χ ≈ 2) has been found previously for the system of
5nm-diameter nanoparticles of Fe65Co35 MNPs [5]. How-
ever, the mechanism of stabilization of the dynamical re-
sponse using dipole-dipole nanoparticle interactions can be
sensitive to the uniformity of the MNP size and arrange-
ment. For this reason, arrays of sufficiently-large MNPs of
Fe3O4 (a low-magnetization material) can be even more
attractive in terms of inducing strong dynamical response
than arrays of high-magnetization metallic nanoparticles.
We mention that direct measurements of characteristics
of a transformer with a core composed of 35nm MNPs of
magnetite still show improvement of the power conversion
relative to an air-core transformer up to a frequency of
1GHz [33].
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Appendix

We expand upon several statements of Sec. 3. The
equilibrium state of the system of Fe3O4 MNPs below the
Verwey temperature (Fig. 1(a)) has a net magnetic mo-
ment. We see that the response function in Figs. 2(a),
2(b) oscillates around a magnetized state similar to the
response function of the system of Fe MNPs simulated
in the absence of the demagnetization field (Fig. 5(a)).
Because of the absence (for Fe MNPs) or weakness (for
Fe3O4 MNPs) of the demagnetization field, the equilib-
rium state of the finite size system is governed by the ran-
domly oriented crystalline anisotropy field, thus, it can be
magnetized as a consequence of randomness of the initial
magnetization. We have verified the time evolution of the
response function in Fig. 2(b) by repeating the simula-
tions with three different equilibrium states relaxed with
different initial (disordered) magnetization states. From
Fig. 7(a), one sees that independent of possible magneti-
zation of the equilibrium states, the response amplitudes
of the system of weakly interacting MNPs are similar.

In Fig. 7(b) and Fig. 7(c), we present details of the
M-H curves previously plotted in Fig. 4(b) and Fig. 4(c)
respectively. From single-cycle plots of the M-H curves
of the system of 15nm MNPs of magnetite (Fig. 7(c)),
one notices that the integrals over each cycle of My(Hy)
function are of the same sign since all single-cycle plots
form big loops without crossings. This differs for the
single-cycle plots of the M-H curves of the 12nm MNPs
of magnetite from Fig. 7(b), which are composed of sev-
eral loops corresponding to positive or negative contribu-
tions to integrals of My(Hy) over single cycles. To estab-
lish the average magnetic loss per cycle, we have calcu-
lated the integrals of My(Hy) over 10 cycles for the Fe3O4

MNPs of 9nm, 12nm and 15nm diameter. For T = 300K
and frequency of 100MHz, the resulting integral values di-
vided by the time period give the volumetric power loss
PV = 19.3·108W/m3, 58.4·108W/m3 and 101.2·108W/m3,
respectively. These values are comparable to ones found in
simulations of high-frequency dynamics of MNP systems
and anticipated from measurements at lower frequencies
[8, 34].
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Figure 7: In (a), time dependence of magnetization component parallel to a linearly-polarized driving field of amplitude 10mT and frequency
0.1GHz for an array of 5nm MNPs of Fe3O4 with x = 0.13 at temperatures below the Verwey point, simulated with three different equilibrium
states (extension of Fig. 2(b)). In (b) and (c), the dynamical magnetization-field (M-H) curves for driving field of amplitude 10mT and
frequency 0.1GHz for array of 12nm MNPs (dash line) and 15nm MNPs (solid line) of Fe3O4 with x = 0.13 at T = 300K (expansion of Fig.
4(b) and Fig. 4(c) respectively). All curves are smoothed using a Bezier scheme.
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Using temperature-dependent micromagnetic simulations, we analyze the magnetic response of arrays of nanoscale disk-shaped
particles to linear or rotating fields of sub-GHz and GHz frequency with relevance to designing novel core materials for the
on-chip power conversion. The nanodot arrays consist of Fe65Co35 disks of 5 nm (12 nm) diameter and 1 nm (2.4 nm) height
arranged in columns that occupy sites of a hexagonal lattice. The volume of smaller (bigger) nanodots corresponds to the low-
energy-barrier (high-energy-barrier) regime for thermal excitations at room temperature. A way to increase the amplitude of the
response function and stabilize its phase (in order to reduce the residual loss) is to apply a static bias field perpendicular to the
driving field. This situation is analyzed numerically for two cases of structure preparation in terms of the crystalline anisotropy in
which the uniaxial anisotropy directions of single nanodots are either randomly or uniformly oriented. We predict that the strength
of the dynamical response (the susceptibility χ ) is comparable to our previously studied (Brzuszek et al., 2023) systems of spherical
magnetic nanoparticles (MNPs) of 5 nm diameter (1.0 < χ < 2.5 at 0.1 GHz) in spite of the lowered volumetric ratio of the magnetic
subsystem x (x ≥ 0.13 for MNP arrays versus x = 0.07 for magnetic nanodot (MND) arrays), based on ferromagnetic resonance.

Index Terms— Micromagnetic simulations, microwave frequency, power conversion, superparamagnetism.

I. INTRODUCTION

THE need for electric power microconverters for the
on-chip power conversion has motivated studies of the

high-frequency magnetic response from composites of mag-
netic nanoparticles (MNPs) embedded in dielectric matrices
[2], [3], [4], [5], [6]. Nanogranular structures are insulators
(in the absence of electron tunneling between nanoparticles)
which allows for reducing or avoiding eddy-current-related
loss. This is important because in bulk ferromagnets, eddy-
current-related channels of loss dominate over other loss
mechanisms at high frequencies. Additionally, confining the
magnetic content of the composites to small-volume MNPs
minimizes internal domain structure and eddy-currents inside
the metallic particles [7].

Motivated by the above, we previously performed
numerical investigations of the magnetic response of arrays of
spherical MNPs with uniaxial magnetocrystalline anisotropy
to linearly polarized or rotating sub-GHz driving fields
showing strong effect of thermal excitations on the dynamical
susceptibility. Increasing temperature lowered the amplitude
of the magnetic response function and increased thermal
noise-induced (residual) losses. In [1], we considered
nanoparticles of material with high saturation magnetization
of Ms = 1.9 ·106 A/m. Reducing the diameter of the spherical
MNPs below 5 nm in order to reduce their magnetic energy
(i.e., lowering the temperature at which the system transitions
to the low-energy-barrier regime) is challenging because the
smaller particles are more seriously affected by deviations
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from a spherical shape, which is accompanied by an increase
of the magnetostatic energy and limits the performance of the
composite [8], [9], [10].

Flat (quasi-2D) MNPs (cylindrical nanodots or disks) are
expected to be easier to manufacture than perfect spheri-
cal MNPs, and flat MNPs can be of lower energy of the
magnetocrystalline anisotropy due to reduced volume. Many
systems created for studying fundamental properties of 2-D
and 3-D supermagnetic arrays are made of flattened MNPs
(called nanoislands or nanodots) in dielectric matrices [11],
[12], [13], [14], [15], though, another category are arrays of
magnetic nanodots (MNDs) deposited on metallic substrates,
e.g., [16]. The development of methods of patterning magnetic
media [17], (nanoimprint lithography, and, especially, block
copolymer lithography), led to the ability of creating highly
periodic arrays of cylindrical MNDs of the diameter well
below 10 nm and of pitch size below 20 nm, [18], [19].
Flattening the MNPs results in an easy-plane magnetostatic
anisotropy, in addition to the crystalline anisotropy. Therefore,
the applicability of Brown’s classic theory of thermal excita-
tions in single-domain particles is limited and its numerical
verification is required for specific cases. Moreover, excitation
of ferromagnetic resonance (FMR) [20] provides a potential
opportunity to enhance the magnetic response.

In the present article, we investigate layered systems of
MNDs occupying sites of a hexagonal array and stacked
to form a hexagonal lattice. With regard to assessing the
response, two cases of alignment of in-the-plane easy axes
are considered: the random in-plane alignment or paral-
lel alignment of all the easy axes, representing local or
global anisotropy, respectively. Performing full micromag-
netic simulations instead of applying the commonly used
macrospin approximation to MNPs appeared in [1] to be of
importance when dealing with the high-frequency dynamics,
leading to considerably different dynamics and providing

0018-9464 © 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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the need for inclusion of the intraparticle magnetostatic
interactions.

This study considers the dynamical magnetic response of
arrays of flat Fe65Co35 dots of 5 nm (12 nm) lateral diameter
and of 1 nm (2.4 nm) height at a low volumetric ratio of
the magnetic content, 0.07. The large spatial separation of
the MNDs is chosen to limit tunneling conductivity in the
composite. The different cases of MND volume exemplify
different regimes of magnetic energies of individual particles,
thus, different sensitivities to temperature fluctuations. In par-
ticular, the characteristic temperature of the transition to the
Brown (low-energy-barrier) regime of dynamics is size depen-
dent. Here, the Brown regime corresponds to a continuous
rotation of the magnetization of immobilized MNPs/MNDs
[21], unlike the nomenclature used for dispersions of MNPs in
fluids.

In Section II, we formulate the micromagnetic model of the
dynamics of MND arrays that will be applied to determining
the equilibrium zero-temperature orderings in Section III.
Section IV is devoted to studying the driven high-frequency
dynamics. Conclusions are formulated in Section V.

II. MODEL

We consider a hexagonal lattice of flat MNDs whose
dynamics is described with the stochastic Landau–Lifshitz–
Gilbert (sLLG) equation

−
∂m
∂t

=
2γAex

M
m × 1m + γ0m

× (Han + Hms + H + Hth) − αm ×
∂m
∂t

(1)

where m is the normalized magnetization related to the mag-
netization M via M = Mm in the MNDs and M = 0 in
the dielectric matrix, (M is a function of temperature and it
tends to its saturation value Ms following M →T →0 Ms).
Here, 1 denotes the Laplace operator. The vectors Han, Hms,
and H are the (crystalline) anisotropy field, the magnetostatic
(demagnetization) field, and an applied external field, respec-
tively. The axes of the crystalline anisotropy within the dots
are assumed to be oriented within the plane of the nanodots.
We consider the cases of random or uniform orientation of
the easy axes in the plane, where the anisotropy field strength
is related to the magnetocrystalline anisotropy constant K via
|Han| = 2K/µ0 M . The parameters γ, Aex, and α denote the
gyromagnetic factor, the exchange stiffness, and the Gilbert
damping constant, respectively, and γ0 ≡ γµ0, where µ0
represents the vacuum permeability. The hexagonal lattice of
MNDs is simulated by a system of 4 × 4 × 4 cylindrical
nanoparticles (grouped in pillars) with periodic boundary con-
ditions. A thermal field Hth satisfies the correlation property

⟨Hth;i (t)Hth; j (t + τ)⟩ =
2kB T α

γµ2
0 M

δi jδ(τ ). (2)

The application of the thermal field into micromagnetic sim-
ulations is based on the relation

µ0Hth(N1t) =
√

2kB T α/γM1V 1t s(N1t) (3)

where 1t is a time step, 1V denotes the volume of the
computational cell, and s(t) represents a vector of components
drawn from a normal distribution at each time step [22], [23].

Within Brown’s theory of thermal fluctuations in
single-domain particle [21], the amplitude of the magnetic
response to a linearly polarized field H = [0, H sin(ωt), 0] is
predicted to be given by

⟨m y⟩ω ∝
τ−1

√
ω2 + τ−2

(4)

where the relaxation rate takes the form

τ−1
=


2γαe−K V/kB T

M(1+α2)
4K

√
K V

πkB T , K V ≫ kB T
2γα

M(1+α2)
kB T

V , K V ≪ kB T
(5)

for the linear response regime. Applied to an array of
MNDs with random in-the-plane anisotropy, we average the
magnetization over their orientations, integrating the magneti-
zation projections onto the direction of the in-plane (driving)
field ⟨m y⟩ω ≡ (2π)−1

∫ π/2
0 ⟨m y⟩ω cos2 ϕdϕ, where cos ϕ =

Han/|Han| · H/|H| = Hy/|H|. This way, we find

Amp(My)

M(T )
=

⟨m y⟩ω

2
. (6)

III. ORDERING

We first simulate the relaxation from a disordered state
for the MND system with random in-plane anisotropy (RIA)
and for one with uniaxial in-plane anisotropy (UIA) system.
We start with arrays of 64 cylindrical Fe65Co35 MNDs with
diameter of 5 nm and height of 1 nm forming a hexagonal
lattice with four layers of MNDs, applying periodic boundary
conditions in all directions. The volumetric ratio x of the
magnetic material in the composite is x = 0.07, based on an
interparticle separation in the hexagonal planes of 3 nm and
an interplanar spacing of 5 nm. The material parameters for
Fe65Co35 include a uniaxial (crystalline) anisotropy constant
K = 1.5 · 104 J/m3 and an exchange stiffness Aex = 1.7 ·

10−11 J/m. A relatively high value of the Gilbert damping
constant α = 0.1 is used in order to imitate possible imperfec-
tions of surfaces of the MNDs, in particular, an edge roughness
[24], (FMR data for MNP systems and polycrystalline magnets
are related to considerably higher damping constants than
for bulk magnets [25], [26], [27], [28]). The temperature-
dependent magnetization M(T ) tends to the saturation value
Ms = 1.9 · 106 A/m as T → 0, while, for finite temperature,
we apply the formula M(T ) = Ms(1+T/2TC)(1 − T/TC)1/2,
[29], where TC = 950 K is the Curie temperature of Fe65Co35.
The grid discretization size (the edge length of the cubic finite-
difference cell) is 0.5 nm. All the relaxation and dynamics
simulations are performed with the MuMax3 package [23].

The relaxed magnetic structure for the 5 nm diameter
particles with RIA, denoted as RIA-I, is visualized in Fig. 1(a).
The relaxed structure for the same geometry particles with
UIA is shown in Fig. 1(b). In Fig. 1(a), we see that the ordering
of RIA-I is dominated by the intraparticle anisotropy, while the
dipolar interparticle coupling is of low influence. We deduce
this from lack of regular multisublattice ordering previously
noticed in system of MNPs of a high volumetric ratio of the
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Fig. 1. Magnetic ordering in a model system of 4 × 4 × 4 nanodots of Fe65Co35 of 5 nm diameter showing consecutive planes of the nanoparticle lattice,
at the volumetric ratio of the magnetic phase of x = 0.07. (a) Case of random orientations of the easy axes in the plane; RIA-I and RIA-II systems (both
relax to the same magnetization state up to rescaling sizes). (b) Case of easy axis of the crystalline anisotropy oriented along the y-direction; UIA system.
The colors and their intensity indicate the magnetization projection onto the y-axis.

magnetic phase (x = 0.3), that we called a super-spin-glass
state in [1]. In Fig. 1(b), for UIA system, the particles are
magnetized in rows along the easy axis due to the effect of
magnetostatic interactions.

We now consider the relaxed configuration of the rescaled
RIA system (RIA-II) which is made up of nanodots with
12 nm-diameter and 2.4 nm-height, maintaining the volumetric
ratio of x = 0.07 (the interdot distance is 7 nm, the interlayer
distance is 12 nm). The grid discretization size is 1.2 nm.
RIA-II system remains ordered according to the distribution of
crystalline anisotropy axes within the MNDs. Its equilibrium
magnetization is similar to that of RIA-I system and the
snapshots of Fig. 1(a) are relevant to both RIA-I and RIA-II
systems.

IV. HIGH-FREQUENCY DYNAMICS

A. Effect of Field Configuration

The field-driven dynamics of magnetization is simulated for
RIA systems I and II and UIA system of Fe65Co35 nanodots
of the previous section. The alternating field is directed in-the-
plane, along the y-axis. In the case of UIA, the easy axis is
aligned parallel to the alternating field, along the y-axis. With
the purpose of determining the dynamical response, we plot
the time dependence of longitudinal (My) component of the
magnetization, starting their evolution from the relaxed (in
Section III) state.

For RIA-I system, we performed simulations of the mag-
netic response at zero temperature plotting the magnetization
amplitude with dependence on bias perpendicular field,
Fig. 2(a). Based on the plot, the resonant value of the bias field
is found to be µ0 Hx = 45 mT. That resonant field is higher
than the crystalline anisotropy field 2K/Ms ≈ 16 mT which
satisfies Kittel’s classic formula for the resonance frequency

ωR = γ0
√

Ms(2K/µ0 Ms − |Hx |) (7)

for ωR → 0. Here, Ms denotes the saturation magnetization
of bulk Fe65Co35, while the highest magnetization of the
nanocomposite is limited to x · Ms = 0.07 · Ms . Note that
the condition of a very low driving field (linear response)
µ0 H ≪ µ0 Ha ≡ 2K/Ms is not satisfied in our simulations
which are focused on a strong response regime. The resonant
field can be affected by interparticle magnetostatic interactions

[30], [31]. For instance, large changes in the value of the FMR
field with reorientations of equilibrium magnetization state
have been reported in systems of magnetostatically interacting
MNDs [32].

We do not observe FMR at zero bias field in any of the
RIA or UIA systems at elevated frequencies in the range
1.0–7.0 GHz. Fig. 2(b) presents the time dependence of the
response function for the example case of RIA-I system at
zero temperature, for a series of driving frequencies. The mag-
netization amplitude monotonically decreases with increasing
frequency, whereas, the resonance frequency obtained from
Kittel’s formula (7) is ωR = γ0(2K/µ0)

1/2
= 2π ·5.4 GHz for

Hx = 0. Similar to RIA systems, applying a bias field to the
UIA system of 5 nm dots driven with 0.1 GHz frequency, we
have found that the bias field corresponding to the maximum
in the amplitude of the (nonlinear) response exceeds the field
corresponding to the maximum of the linear FMR response
µ0 Hx ≈ 2K/Ms = 16 mT, from Fig. 2(c).

We next describe the effect of driving the magnetization
dynamics with an in-plane rotating field. Analytical results on
single-domain magnetic particles with out-of-plane anisotropy
under an in-plane rotating field have predicted a nonlinear
enhancement of the magnetic response [33], [34]. In our
preceding article [1], we numerically tested the dynamical
response of an array of spherical MNPs with random ori-
entations of easy axes to the rotating field, not finding any
improvement of the response efficiency relative to the case
of a linear driving field. We apply a similar analysis to the
case of MNDs where the anisotropy directions are confined
to the plane. In Fig. 2(d), we compare the time dependence
of the response function for driving with linear and rotating
fields of 0.1 GHz for RIA-II system. The rotating field drives a
nonsinusoidal response of not higher amplitude than a linear
field of the same amplitude independent of the presence or
absence of the out-of-plane bias field. A similar result is found
for RIA-I system (not shown).

B. Effect of Temperature

A comprehensive study of the effect of thermal fluctuations
on the high-frequency magnetic response from arrays of
(spherical) MNPs has been performed in [1]. Here, we focus
on properties at the bias field of FMR (specific to MNDs).
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Fig. 2. (a) Response function amplitude of RIA-I system as function of the perpendicular in-plane field, (the field geometry scheme is sketched in the plot
area). (b) Time dependence of magnetization component parallel to the linearly polarized driving field of amplitude 10 mT and frequencies 0.1, 1.0, and
3.0 GHz for RIA-I system, at zero temperature. (c) Time dependence of magnetization component parallel to the linearly polarized driving field of amplitude
10 mT and frequency 0.1 GHz for the UIA system in the absence or presence of the transverse bias field in the dot plane. (d) For RIA-II system, time
dependence of a magnetization component in the dot plane driven with an in-plane linear field and a rotating field, for both the absence and the presence of
an additional out-of-plane bias field.

We perform the temperature-dependent micromagnetic sim-
ulations with adaptive time stepping, where the time step is
related to a thermal exchange length l th

ex ≡ (Aex/µ0 M Hth)
1/2.

We require l th
ex to be larger than the grid discretization size

[35]. The usual implementation of the thermal field leads to a
relationship between the time step 1t and the volume of the
computational cell 1V . Following (2) and (3), the time step
is down-limited by:

1t =
2αM(T )kB T

(
l th
ex

)4

γA2
ex1V

>
2αM(T )kB T 1V 1/3

γA2
ex

.

For sufficiently large magnets, the above condition is believed
not to be critical [36], [37], [38], however, in small MNDs, the
thermal exchange length plays a similar role as other exchange
lengths since thermal energy is comparable to or higher than
the magnetic energy.

The method of analyzing output of temperature-dependent
simulations of dynamical magnetic response is illustrated in
Fig. 3(a), where, we compare the raw data on the time
dependence of the magnetization driven with sinusoidal field
at a temperature of 20 K to the final plot. The later is obtained
via smoothing the magnetization curve with application of
the Bezier scheme. All curves from temperature-dependent
simulations in the plots below are smoothed this way.

In Fig. 3(b), the time dependence of the longitudinal
component of magnetization of RIA-I system is plotted for
temperatures T = 20 K and T = 300 K, both for the absence
or presence of a bias field perpendicular to the driving field.
From Fig. 3(b), one sees that the bias field influences the

magnetic response at T = 20 K, while, its effect is marginal at
T = 100 K. We note that the transition temperature between
high- and low-energy-barrier regimes (theoretical limitation,
[21]) is K V/kB = 21 K. In order to verify the role of the
energy barrier height on the response of the MND array,
we have performed dynamical simulations of RIA-II system,
whose MNDs are of 12 nm-diameter and 2.4 nm-height,
thus the temperature between high- and low-energy barrier
regimes is equal to K V/kB = 295 K. For that system,
in Fig. 3(c), we plot the time dependence of the longitudinal
component of the magnetization at the same driving field
(µ0 H = 10 mT and 0.1 GHz frequency) as previously
considered for RIA-I system. The response amplitudes at low
temperatures or zero temperature are comparable in both cases.
However, RIA-II system appears to respond more strongly at
room temperature than RIA-I system does. Moreover, when
a bias field is applied, RIA-II system displays a FMR-related
increase of the magnetization amplitude for temperatures up
to room temperature at least. In the absence of a bias field
(Hx = 0), from Fig. 3(c), one sees a higher magnetization
amplitude at T = 300 K (blue curve) than at T = 100 K
(solid orange curve). We attribute this thermal enhancement of
the dynamical response to the persistence of the high-energy
barrier regime up to room temperature.

From the preceding article [1], a strong bias field is known
to reduce the residual loss in composites of small MNPs at the
expense of reducing the response amplitude. This is confirmed
for the arrays of MNDs by the result of a bias field of 100 mT
(gray curve of Fig. 3(c) which is of more uniform periodicity
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Fig. 3. (a) For RIA-I system, comparison of raw data and Bezier scheme smoothed curves of the time dependence of the magnetization component parallel
to the linearly polarized driving field of frequency 0.1 GHz at temperature T = 20K . (b) and (c) Time dependence of magnetization component parallel to a
linearly polarized driving field of amplitude 10 mT and frequency 0.1 GHz for RIA arrays of x = 0.07 of; (b) nanodots of 5 nm-diameter and 1 nm-height;
the RIA-I system, (c) nanodots of 12 nm-diameter and 2.4 nm-height; the RIA-II system. (d) Field-magnetization (H–M) curve of RIA-II system. All curves
in (b)–(d) are smoothed using a Bezier scheme.

than the blue (zero-bias field) curve, while having lower ampli-
tude). However, the dashed magenta curve, with a bias field
of µ0 Hx = 45 mT, shows improved periodicity and amplitude
compared to the zero-bias case. Accordingly, Fig. 3(d) shows a
narrowing of the dynamical field-magnetization curve at a bias
field of 45 mT relative to the zero-bias curve. Thus, in arrays
of MNDs, an optimum choice of bias field can reduce the
residual loss while increasing the response amplitude.

The susceptibility modulus is evaluated as a ratio of the
magnetization to the field amplitude

χ =
Amp(My)

H
. (8)

The response function is in phase with the linear driving
field (i.e., the susceptibility is real) up to weak thermal
noise-induced aperiodicity (which is related to a residual loss).
For linear driving, based on our simulations, the susceptibility
of the 5 nm-diameter MND array with random in-plane
magnetic anisotropy (RIA-I system) is χ ≈ 1.0 at T = 100 K,
according to Fig. 3(b), while, it decreases at room temperature.
For 12 nm-diameter MNDs (RIA-II system), the susceptibility
χ ≈ 1.5 at T = 300 K, however, applying an in-plane bias
field of the resonant value of 45 mT increases the room-
temperature susceptibility to above 2.0.

V. CONCLUSION

Numerically studying the field-driven dynamics of sys-
tems of flat Fe65Co35 MNDs ordered into hexagonal lattices,
we have analyzed the dynamical magnetic response with

relevance to their application as core materials for power
conversion. The effects of the size of the MNDs and the
orientation of their anisotropy axes were investigated on the
response of the array at low volume fraction of the magnetic
material and in the absence of an internal domain structure
within the MNDs. The anisotropy orientation and the com-
position ratio x play a dominant role at zero temperature,
but the dot size becomes important at elevated temperatures.
A lower volume of the MNDs leads to stronger thermal
fluctuations and thermal instability of the arrays, manifested
by greater variability in their time-dependent magnetization
response. In order to maintain sufficient thermal stability and
a high amplitude of the response function, it is desirable
that the magnetic system be operated in the regime of high-
energy barrier, i.e., T < K V/kB . The requirement of a room
temperature response provides a lower limit on the volume of
MNDs.

For large-volume MNDs (RIA-II system, K V/kB =

295 K), the magnetic response strengthens with increasing
temperature between 100 and 300 K, which is typical of super-
paramagnetic systems in the high-energy barrier regime of
thermal excitations, though, the susceptibility does not vanish
in the limit T → 0. At room temperature, the amplitude of the
response function can be additionally increased and stabilized
against thermal excitations by applying a bias field which
drives FMR. Noticeably, in the RIA systems, the resonance
field is higher than that predicted by Kittel’s classic theory
of FMR, and we were unable to simulate zero-field FMR.
Moreover, even under a resonance bias field of 45 mT, the
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UIA system does not respond more strongly to the ac field
compared to the RIA systems and the RIA systems are of
interest due to their simpler fabrication process.

Comparing the susceptibilities of the arrays of flat MNDs to
that of the arrays of spherical MNPs of [1], we conclude that,
due to FMR, the array of flat MNDs gives a response to the
alternating field that is as strong as that of small spherical
nanoparticles described in the preceding article despite the
lower content of the magnetic phase in the composite of
MNDs (x = 0.07) versus x ≥ 0.13 for the spherical MNPs
in [1]). Using MNDs (quasi-2D islands) instead of spherical
MNPs may be important in mitigating the effects of surface
roughness and surface strain which reduce magnetism of small
nanoparticles.
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ABSTRACT
Performing micromagnetic simulations, we study the efficiency of response of bulk and polycrystalline nickel oxide (NiO) to high-frequency
(up to 100 GHz) magnetic fields with relevance to potential application of the antiferromagnet as a core material to high-frequency coils
and resonators. NiO is advantageous due to its insulating property and high Néel temperature. Though the dynamical susceptibility of the
antiferromagnet is low, the achievable product of susceptibility and frequency (“performance factor”) appears to be relatively high, comparable
to that of previously considered superferromagnetic systems. This makes NiO a potential core material for operating at extremely-high (sub-
THz) frequency. The influence of thermal fluctuations on the susceptibility is estimated to be weak up to room temperature even for a
nanocrystalline antiferromagnet, whereas, the magnetic response is linear for much wider ranges of frequencies and field amplitudes than for
ferromagnetic and superferromagnetic systems.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/9.0000781

I. INTRODUCTION

Antiferromagnets (AFs) have zero magnetostatic field and their
magnetic resonance is in the THz range. Next to THz spintronic
applications,1,2 interest in an enhanced sub-THz and THz magnetic
response is related to chip-to-chip or to-chip wireless power transfer
(WPT). Operating at sub-THz range allows for miniaturization of
WPT systems relative to RF-based systems.3,4 In the THz WPT area,
much attention has been focused on controlling radiation via meta-
material based devices (superlenses and shields).5–7 With relevance
to designing metamaterials, coupling split-ring resonators to AFs
has been investigated.8,9 A technique of efficient non-radiative trans-
mission called magnetic coupling resonant WPT (MCR-WPT) uses
inductive coils coupled to the transmitter and to the receiver.10 The
efficiency of MCR-WPT can be additionally improved via including
magnetic cores into the coils.11 At certain levels of miniaturization,
the core material has to operate at a sub-THz range of frequencies,
which draws our attention to AFs. We also consider the concept
of converting electrical power on-chip using magnetic-core induc-
tors or transformers. The smaller the device the higher the operating

frequency has to be in order to compensate for the small value of
the magnetic flux. Typically the GHz frequency of the ferromagnetic
resonance provides a frequency limitation on use of the ferromag-
nets or ferromagnet-based composites as core materials. For AFs,
the ultimate frequency is shifted up to sub-THz.

Operating ferromagnetic materials at high frequency leads to a
fast increase of the eddy-current loss with frequency, which led to
the interest in resistive superferromagnets and superparagnets for
use as core materials.12–15 In AFs, domain wall motion is not driven
by an external field and AFs are insulators in the Mott phase. As well
as having high electrical resistivity, AFs are advantageous because
of their low hysteresis area, thus, low hysteresis loss. The aim of the
present paper is numerical determination of the magnetic response
of an insulating AF to a sub-THz frequency field of a relatively-
high amplitude, thus, verification of its applicability as core material.
Although, the total magnetic moment of AFs is zero and inducing
significant magnetization requires the application of a high field,
operating with several orders of magnitude higher frequency than is
usual for ferromagnetic cores can possibly compensate for the lower
induced magnetization by enabling a high inductive voltage.

AIP Advances 14, 025222 (2024); doi: 10.1063/9.0000781 14, 025222-1

© Author(s) 2024

 12 February 2024 20:32:26

73



AIP Advances ARTICLE pubs.aip.org/aip/adv

In particular, we consider nickel mono-oxide, a widely studied
AF whose major advantage is its high Néel temperature (well above
the room temperature) TN = 523 K. An AF core could possibly be
made of macroscopic crystals or of nanocrystals. In the first case, the
antiferromagnetic-domain structure is determined by crystal defects
(disclocations) which are accompanied by AF domain walls.16 Thus,
the domain structure of NiO is durable against the magnetic field
application. On the other hand, considering nanocrystalline AF
cores, we note that the nanocrystals of NiO can be monodomain
AF particles provided they are sufficiently large to neglect some
reordering at the nanocrystal surface.17 Because of the strong inter-
sublattice exchange, the energy of the inter-sublattice exchange of
such nanocrystals is much higher than thermal energy. Thus, unlike
for nanosized ferromagnets, thermal fluctuation effect on the anti-
ferromagnetism in nanocrystals is expected to be suppressed. Also,
the energy of the single-ion anisotropy in AF NiO is high compared
to thermal energy. Therefore, we propose a common description
of the magnetic response from monocrystalline and nanocrystalline
NiO, treating the AF domains as separate magnetic particles.

The major characteristics determining the efficiency of mag-
netic materials in terms of the ability of inducing the electromotive
force (for energy-conversion applications) is the product of fre-
quency and the response-function amplitude called “performance
factor”.18 Due to very strong fields of the single-ion anisotropy and
of the inter-sublattice exchange, the magnetic response of AFs is
linear in a wide range of amplitude of the driving-field and the per-
formance factor is well determined. Based on our previous analysis
of efficiency of the response of MNP systems to high-frequency mag-
netic fields,19,20 we perform a comparison of achievable performance
factors, showing values obtainable for NiO to be relatively high, thus,
claiming AFs to be of potential interest with regard to the on-chip
conversion of power.

The micromagnetic model of NiO-like AF is formulated in
Sec. II and the results of its application to driven magnetization
oscillations of NiO are presented and summarized in Sec. III.

II. MODEL
Consider a single AF domain or AF particle. Let us denote

the sublattice magnetization vectors by M1 =Mm1, M2 =Mm2,
where M =M(T) and ∣m1∣ = ∣m2∣ = 1. The temperature depen-
dence of the sublattice magnetization is taken in the form21 M(T)
=M0(1 + T/2TN)

√
1 − T/TN , with M0 = 550 kA/m. Also, let us

define (renormalized) magnetization m ≡ (m1 +m2)/2 and Néel
vector l ≡ (m1 −m2)/2. The macroscopic model of two-sublattice
AF relevant to a series of fcc-lattice oxides like NiO and MnO is
based on the Hamiltonian density of magnetic subsystemℋ =ℋex +
ℋan +ℋZ ;

ℋex = A1∣m∣2 + A2

3

∑
i=1
∣ ∂l
∂xi
∣
2
= A1

2
(1 +m1 ⋅m2)

+A2

4

3

∑
i=1
(∣∂m1

∂xi
∣
2
+ ∣∂m2

∂xi
∣
2
− 2

∂m1

∂xi
∂m2

∂xi
),

ℋan = K1[(m1 ⋅ n)2 + (m2 ⋅ n)2] + K2[
3

∏
i=1
(m1 ⋅ ni)2

+
3

∏
i=1
(m2 ⋅ ni)2],ℋZ = −2Mm ⋅ B.

(1)

Here B denotes an external field. The normal to the easy plane
n is one of the set (1, 1, 1)/

√
3, (−1, 1, 1)/

√
3, (1,−1, 1)/

√
3,

(1, 1,−1)/
√

3. The three easy directions n1, n2, n3 lie in the easy
plane and they deviate from each other by an angle of 120○.

In the effective fields on the sublattices

Beff ;1(2) ≡ −
δℋ

Mδm1(2)
≡ Bex

eff ;1(2) + Ban
eff ;1(2) + B, (2)

the exchange parts take the form

Bex
eff ;1(2) =

4Ah

M
m2(1) +

2Ai

M
Δm1(2) +

Anhi

M
Δm2(1), (3)

where constants Ah = −A1/8, Ai = A2/4, Anhi = −A2/2 are written
according to the notation of the BORIS package applied for micro-
magnetic simulations.22 Macroscopic (micromagnetic) parameters
for NiO are established based on the microscopic Hamiltonian
ℋ̂ = ℋ̂ex + ℋ̂an + ℋ̂Z ;

ℋ̂ex = JNN∑
⟨j,δj⟩

ŝj ⋅ ŝj+δj + JNNN∑
⟨j,δ′j⟩

ŝj ⋅ ŝj+δ′j ,

ℋ̂an = D1∑
j
(ŝ j ⋅ n)2 +D2∑

j
(ŝ j ⋅ n1)2(ŝ j ⋅ n2)2(ŝ j ⋅ n3)2,

ℋ̂Z = −MδV∑
j
ŝj ⋅ B.

(4)

Here, JNN = −2210−23 J and JNNN = 30510−23 J are the nearest-
neighbor (NN) and next-nearest-neighbor (NNN) exchange inte-
grals,23 while the single-ion anisotropy constants are given by
D1 = −38 μeV and D2 = 320 neV,24 where δV denotes the volume
per magnetic ion. The single cell of NiO crystal is visualized in Fig. 1.
The numbers of NNs of a given spin which belong the same sub-
lattice is 6 and it is equal to the number of its NN in the second
sublattice. The number of NNNs of a given spin is 6 and they belong
to another sublattice.25,26 The energy of AF exchange interactions
between NNNs dominate over the NN interaction energy and the
comparison of microscopic Hamiltonian (upon approximating spin

FIG. 1. The single cell of NiO crystal with connections between the nearest and
next nearest neighbors indicated with red lines.
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with classical vectors) to the macroscopic Hamiltonian leads us to
the estimations

A1

2
= −4Ah =

6JNN
(a/
√

2)3 +
6JNNN
a3 ≈ 25 ⋅ 107J/m3,

A2

2
= −Anhi = 2Ai =

6JNN
a/
√

2
+ 6JNNN

a
≈ 4.4 ⋅ 10−11J/m. (5)

In a similar way, we compare the quantum and classical anisotropy
Hamiltonians and we evaluate K1(2) = 2D1(2)/a3. It should be noted
that the spin anisotropy constants for NiO or related Mott insula-
tors is a mixture of magnetic and magneto-elastic contributions. At
high frequencies and high amplitude of the sublattice magnetization
oscillations (due to a strong driving field), the magneto-elastic cou-
pling induces dynamical strain which is not relaxing during oscil-
lation cycles. Therefore, the effective magnetic anisotropy model
relevant to fast dynamics is different than the one considered for the
slow dynamics description, for instance, the description of domain
wall creation and domain-wall motion.27 While, the latter requires
dealing with simultaneous evolution of the magnetic and elastic
degrees of freedom, in the former, the magnetic evolution is studied
separately via averaging the lattice oscillations.

In order to implementint the model to the micromagnetic
(BORIS) package, it is important to express the anisotropy energy
using only three constant vectors and a little algebra leads us to

ℋan = 2K1 −
2
3
K1

3

∑
i=1
[(m1 ⋅ ni)2 + (m2 ⋅ ni)2]

+ K2[
3

∏
i=1
(m1 ⋅ ni)2 +

3

∏
i=1
(m2 ⋅ ni)2]. (6)

Within the stochastic Landau–Lifshitz–Gilbert (sLLG) approach,
thermal fluctuations can be included into the considerations of the
AF dynamics. By analogy to superferromagnetic systems, thermal
fluctuations in AF nanoparticles could be of especial importance
for their magnetic response.28–30 However, besides larger sizes of

AF nanoparticles than achievable for ferromagnetic nanoparticles,
another factor makes thermal fluctuations negligible. We show that,
unlike for typical ferromagnetic nanoparticles, the thermal energy
is low compared to the exchange energy as well as to the magnetic
anisotropy energy of AF nanocrystals of NiO. In particular, consid-
ering (for estimation purposes) as small AF nanocrystal of NiO as
5 × 5 × 5 nm3 (denoting the particle volume with V), one finds char-
acteristic switching temperatures K1V/kB = 1450 K and 4∣Ah∣V/kB
= 2.2106 K. In fact, real nanocrystals have to be be considerably
larger to be considered as AFs (of sufficiently large volume to surface
ratio), thus, their magnetic states are even better protected against
thermal fluctuations.17 The only macroscopic effect of temperature
is its influence on the value of the sublattice magnetization.31,32

The high value of the AF exchange field raises a problem
when implementing micromagnetic code. One of the exchange
lengths of AF is lAFex ≡

√
A2/A1 =

√
−Ai/2Ah. For NiO, we establish

lAFex = 0.42 nm, thus, the exchange length is equal to the lattice con-
stant, which makes the micromagnetic approach to the ordering
inhomogeneity invalid. The requirement of the summary sublattice
macrospin of the computational cell to be high and the require-
ment of the cell edge not to be larger than the exchange length
are contradictory. On the other hand, local inhomogeneities of the
magnetization (which is zero except at lattice imperfections) are not
expected to strongly influence the magnetic response of the AF sys-
tem and we finally neglect them putting all the gradient terms in the
macroscopic Hamiltonian as zero, A2 = 4Ai = −2Anhi = 0. Hence,
we restrict the problem to homogeneous magnetization oscillations
(AFMR) in a system of many AF nanocrystals or domains in a
bulk AF. According to this simplification, any domain or nanocrys-
tal is represented in simulations as a single computational cell.
Let us emphasize that we simulate AF below the frequency of the
spin-wave gap.

Measurements of the Gilbert damping constant for NiO have
been reported in Ref. 31. They indicate the damping constant to
be very low ∼10−4. Taking into account possible structure imper-
fections (especially present in polycrystalline materials), following,24

FIG. 2. Spatial distribution of magnetization components of the simulated system of single-domain particles, which are treated as isolated computational cells. Color intensities
(from red to blue) correspond to the projection of macrospin of the (a) left or right and (b) upper or lower sublattices onto x-axis and y-axis, correspondingly.
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we perform numerical simulations for the damping constant of
α = 0.005 which is a much higher value than reported for perfect
NiO, while, being relatively small compared to those of metallic
ferromagnets.

III. RESULTS AND CONCLUSION
We generate a number of isolated cubic cells and, for each cell,

we draw one of four possible easy planes. For a given sublattice-plane
direction, the axes of in-plane anisotropy are uniquely determined
by the cell corners. The relaxed magnetization state is visualized
in Fig. 2. We simulate numerically the application of a linearly-
polarized driving field B(t) = [0,B sin(2πνt), 0] to the system of
many single-cell domains. The longitudinal (with respect to the
driving field) component of the magnetization My =M1y +M2y (the
response function) is plotted in Figs. 3 and 4 as function of time. The
amplitude of oscillations of My it found to be a linear function of the
field amplitude B in a reasonably-wide range of the field (we consid-
ered B = 20 ÷ 200 mT), for the frequencies of 10 and 100 GHz. Also,
we do not find any noticeable phase shift of the response function
relative to the driving field for these frequencies, (100 GHz is one
order of magnitude lower than the frequency of AFMR33), which is
desirable with respect to avoiding hysteresis loss.

Following Figs. 3 and 4, we evaluate the susceptibility
χ = μ0Amp(My)/B(= 0.22 mT/200 mT) = 1.110−3, where
Amp(My) denotes the amplitude of the response function.
Though this value is low, it is constant up to the frequency of
100 GHz and almost constant up to room temperature.32,34 Thus,
achievable performance factor takes the value ν χ = 1.1108 s−1 at
least. It is comparable to that predicted for a superparamagnetic
system with susceptibility χ ∼ 1 at the driving-field amplitude B
= 20 mT which can be efficiently operated at the frequencies up to
ν ∼ 0.1 GHz, however, beyond the linear response regime.20

FIG. 3. Time dependence of magnetization component parallel to the linearly-
polarized driving field of amplitude 20 mT (purple line) and 200 mT (green line)
at frequency 10 GHz.

Besides driving with a simple linearly-polarized AC field, we
have tested the application of a rotating field to driving the AF sys-
tem. For similar values of the frequency and field amplitude, we
obtained almost the same amplitudes of the response function as
for the driving with both the linearly-polarized and rotating fields,
unlike for ferromagnetic and superferromagnetic systems.19 Also,
we have tested additional application of a DC field perpendicular
to the driving (linear or rotating) field, which is a way of influencing
the magnetic response in superparamagnetic systems, according to
Ref. 20. This way also did not appear to be efficient in terms of
increasing the amplitude of the response function of NiO.

Summarizing, we state that the predicted response of an AF
insulator to a sub-THz field is relevant to spintronic and power
transfer applications of these materials. This is due to its high per-
formance factor and the natural insulating property present without
any structural engineering.

FIG. 4. Time dependence of magnetization component parallel to the linearly-polarized driving field of amplitude 20 mT (purple line) and 200 mT (green line) at frequency
100 GHz.
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Chapter 5

Summary and general conclusions

Numerical study of the dynamical magnetic response has been carried out using special-
ized software: Object Oriented Micromagnetic Framework [DN99], MuMAX3 [VLD+;
VLD+14] and Boris Computational Spintronics [Lep20; Lep21].

Following materials were simulated:
1. four composites written in form MeDie, where Me designates metallic material con-

stituting nanoparticles, and Die – material of which dielectric matrix consist. These
materials were: Co0.42(MgF2)0.58, (Fe65Co35)0.6(Al2O3)0.4, (Fe65Co35)0.75(Al2O3)0.25
and (Fe65Co35)0.57(SiO2)0.43. The simulated system was superferromagnetic array
of densely packed cubical nanoparticles;

2. magnetic Fe65Co35 in a form of array of spherical nanoparticles. There were
two systems simulated with difference between them being the distance between
nanoparticles. Due to change of this distance, interparticle interaction changed
magnitude leading to two different states emerging: superparamagnet and super
spin glass;

3. in contrast to previous papers, cubic anisotropy materials were simulated: magnetic
Fe and Fe3O4 (which has cubic anisotropy above 120 K). Magnetic material was in
form of arrays of spherical nanoparticles;

4. magnetic Fe65Co35 in a form of arrays of flat nanodots. Such a shape induces
shape anisotropy in each nanoparticle (what isn’t a case in ideal spheres/cubics
from previous papers);

5. antiferrromagnetic NiO in form of polycrystaline monodomenous medium or of
nanocrystalites. NiO, thanks to significant exchange and anisotropy energies, is not
susceptible to the influence of the thermal field

The conducted studies allowed us possible to evaluate values of amplitude of the mag-
netic response function (linear and nonlinear dynamical susceptibility) of ideal supermag-
netic systems, in the high frequency range, which is difficult to access in measurements.

In the case of superferromagnets, these values turned out to be quite close to those pre-
dicted by the analytical description of the ferromagnetic response, although the possibility
of deviations was recognized, such as the violation of the Snoek limit on the maximum
susceptibility or the nonlinearity of the response to the rotating field.

For superparamagnetic systems, in the expected operating range of magnetic cores
– high amplitude of the driving field, the nonlinearity of the dynamical response is a
key factor, justifying the need for a numerical approach to describing the response. It
is worth noting that efficient micromagnetic simulations of superparamagnetic systems
have become possible relatively recently, thanks to the development of methods of micro-
magnetic simulations including thermal noise, with a variable (adaptive) time step. Only
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the latest available versions of micromagnetic computing packages provide such a capa-
bility. The same is true in terms of simulations of antiferromagnetic systems, including
superantiferromagnetic ones.

For an antiferromagnetic insulator, though the simulations did not show significant
nonlinear effects, they made it possible to study the response of a multi-domain sys-
tem without tediously averaging the response of single-domain antiferromagnets over
numerous possible orientations of the spin sublattices.

It seems that employing simulations, the dynamical susceptibility of composite mag-
netic cores can be significantly optimized. That is important because the fabrication of
the magnetic systems under consideration requires the use of complex techniques and it
is difficult to be optimized just via performing experiments.

Analysis of the results of micromagnetic simulations of the dynamical response made
it possible to evaluate both the amplitudes of the response function and the magnetic power
losses. The possible evaluation of power losses on eddy currents is not an universal prob-
lem, since the spatial distribution of eddy currents depends on the boundary conditions.
It would be necessary to reliably determine the inhomogeneous and frequency-dependent
electrical conduction function, which is a separate scientific problem that is not within
the scope of the conducted research.
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Appendix A

High-frequency magnetic composites

Composite magnetic materials are used for numerous applications both as permanent
magnets and dynamically remagnetized materials.

High-temperature resistant permanent magnets are primarily ferrite sinters. Ferrite
crystals have relatively low electrical conductivity, and the discontinuous structure of
the sinters provides high electrical and thermal resistivities of the bulk material. This
property of ferrite sinters is very desirable in technology, despite their inferior magnetic
characteristics compared to, for instance, popular neodymium magnets. However, specific
sinter structure can provide it with soft-magnetic properties making it a material for
transformer cores.

Used in voltage converters (power conversion) in transmission networks are ferromag-
netic nanostructured alloys (amorphous alloys), the main advantage of which is narrow
magnetic hysteresis loop at high saturation magnetization (the imaginary part of the
magnetic permeability is a worse characteristic at relatively low operating frequencies).

Solutions of magnetic particles (ferrite materials) in dielectrics serve as absorbers
of electromagnetic radiation. For these materials, the advantages are the large width of
dynamical hysteresis loop and the ease of generation of eddy currents at simultaneous high
values of the imaginary part of the dielectric permeability. In ferrite-based absorbers, the
size of magnetic particles is relatively large (on the order of several hundred nanometers)
and domain structure in them is desired, this results in creation of intraparticle eddy
currents. The operating range of frequencies corresponds to the vicinity of ferromagnetic
resonance, in which the magnetic permeability is essentially imaginary.

Finally, solutions of small ferromagnetic nanoparticles in dielectric matrices (epoxy
resin can be used – [LWY18; XSD+14]) are being considered as materials for magnetic
cores for high frequency applications (the limitation is the frequency of magnetic reso-
nance). The small size of nanoparticles ensures the absence of internal domain structure.
With structurally hard materials for dielectric matrix (e.g. MgO [TEGJ10; UWN+07],
SiO2 [JZW+04], Al2O3 [LFL+20; PYL+16; YTHJ13; ZZL+20], MgF2 [YGZ+10]), dy-
namical magnetostrictive effects are weakened.

The aspiration of technologists is to isolate each magnetic particle in order to eliminate
current flows between particles. When the content of magnetic phase in a nanocomposite
is high enough, part of the magnetic ions localize in the matrix and the whole system be-
comes superferromagnetic, due to exchange interactions. This makes it possible to achieve
high values of the real part of the magnetic permeability, especially for nanoparticles of
high saturation magnetization. The cost of metal ion content in the matrix is a nonneg-
ligible electrical conductivity. Superferromagnets have been considered for spintronic
applications, as materials of high magnetoresistance the source of which is the tunneling
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of electrons between nanoparticles through dielectric barriers (matrix). Below a certain
threshold of the magnetic phase concentration, the system is superparamagnetic, which
is associated with low values of magnetic susceptibility, but with increased electrical
resistance.

The material of the magnetic phase (nanoparticles) can be chosen for its price, high
saturation magnetization (Fe, Co, FeCo alloys), high electrical resistivity (FeSi), high
magnetic permeability (FeNi, ferrites based on NiZn, MnZn, Ba, amorphous alloys -
Fe78Si9B13) – [KCT+15; SJ07; ST17; ZWX15].

There is a wide range of methods for producing (nano)magnetic composites as pre-
sented in the review papers [GXS+05; PWKF18; SJ07; ST17; TSB+21]. Important
problems in the production of composites are

• regular distribution of magnetic nanoparticles, aggregations negatively affect the
magnetic response – [HP11; SÁP+06];

• preservation of uniformity of shapes and sizes of nanoparticles – [GLW08; JH21;
VWS+15];

• preservation of a constant size distribution of nanoparticles – [JH21];
• possible internal stresses in the composite created during the pressing process.

These can be lifted off by annealing the material – [ZWY16].
When discussing ways of manufacturing magnetic nanocomposites, it is important to

mention several methods for producing ferromagnetic nanoparticles (nanopowders) with
controlled sizes.

• precipitation from particles produced in a chemical reaction ([KLKY17; RESM12;
SKK+07]). The size and crystal ordering depend on the reaction temperature.
However, the nanoparticles formed are relatively large;

• sol-gel autocombustion method uses an exothermic reaction between a metal salt
and a suitable organic fuel ([SMAY14]);

• the method of long-term (from a few hours to more than a week) milling of crystals
using balls allows to control the size of nanoparticles by means of milling time and
selection (weight) of spheres ([BJM99; CS09; ddM+13; SBA+14]). To counteract
oxidation, grinding can be carried out in a noble gas atmosphere;

• deposition of self-organized magnetic nanorods on substrate layers under high
vacuum conditions ([HWY+08; LGG+09; LWH+06; LWH+10]). For example, the
work [MJVM15] reported alternate deposition of Al2O3 and Fe layers on a silicon
substrate and yielded nanoparticles with a diameter of 2.5 nm, and therefore very
fine, with a magnetic phase content of 6 %.

The synthesis of magnetic nanocomposites can also be carried out by pressing nanopow-
ders.

Of particular interest with regard to the present analyses, because they allow the for-
mation of very regular arrays of small magnetic nanoparticles, are lithographic methods:
nanoimprint lithography and block-copolymer lithography.

Nanoimprint lithography (NIL) ([BL16; CKR96; Guo07; Sch08; TLT16; WSL16])
is characterized by [WSL16] low cost, high production speed, and very high resolution
(period 10 nm) using, for example, molds of small carbon nanotubes ([HSG+04]). To
minimize the effect of air caught in the mold, elastomeric materials can be used, such as
poly(dimethylsiloxane) (PDMS) – [BL16]. In the work [CKR95], polymethylmethacrylate
(PMMA) was used, while the process (fig. A.1) consists of:

1. heating a thin layer of thermoplastic polymer above the glass transition temperature
𝑇𝑔. For PMMA layers, this is slightly above 100 ◦C – [PB00];
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2. pressing the gouged mold into the liquid PMMA;
3. leaving the mold to cool below 𝑇𝑔;
4. pulling out the mold and removing the excess PMMA by reactive ion etching (RIE

– [Oeh86]), in [CKR96] oxygen was used for this purpose.

Figure A.1: Schematic representation of the NIL process – [CKR95]

There are numerous variants of this method (using UV or lasers, among others) –
these methods are suitable for producing 2D and 2.5D materials ([WSL16]).

Block-copolymer litography (BCL), ([BMJ+14; HPF03; HR05; NGM13; NM13;
TD10; TLF+08]) is a method in which periodic blocks of nanostructures made of two dif-
ferent polymers form spontaneously with a resolution (period) of up to several nanometers
([BF90]).

There are two parameters that determine the interaction between the copolymer phases
that form the blocks:

• Flori-Huggins parameter determined by the interaction between the monomers of
each phase;

• 𝑁 – polymerization factor.
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Depending on the product 𝜒𝑁 , there are three regimes of ordering ([BMJ+14]):

𝜒𝑁


≪ 10.5 – disorder regime;
≈ 10.5 – Weak Segregation Limit (WSL);
≫ 10.5 – Strong Segregation Limit (SSL);

The most favorable regime is the one of strong ordering due to the sharp and clear
boundaries [BF90; BMJ+14] as seen in fig. A.2. In both cases, one can see oscillations of
the 𝐴 phase concentration (𝜑𝐴) around the global average denoted by 𝑓 , but nevertheless
clear differences in the phase profile are apparent – in SSL, the transition from the
𝐴 phase-rich zone to the 𝐵 phase-rich zone is over a short distance, and the function
becomes saturated quickly. In WSL, the transition is continuous, and the difference
between minimum and maximum is not significant.

Figure A.2: Concentration (local and global) of 𝐴 phase in copolymer depending on
position – [BF90]

There is quite rich literature treating about blending magnetic nanoparticles into
block copolymers: [HBN+23; HZN+10; MOT+17], including whole PhD dissertations:
[Ola16; Zho10].

There are two approaches to embedding MNPs in BCP:
• in situ – synthesis of nanoparticles occurs within copolymer (e.g. [BJE+14;

SYH+12], a method allowing combination of Fe3O4 and PMMA was proposed
in [AKD+11]), which comes with obvious downside of complicating whole pro-
cess and losing control of particle sizes and their ordering [HBN+23];

• ex situ – pre-synthetized MNPs are added to BCP solution as in [HZN+10].
In that paper alternative method of combining Fe3O4 nanoparticles with poly(styrene-b-
vinylpyridine) (PS-b-PVP) is presented – it needs no functionalisation of MNPs surface
nor usage of extra ingredients:

• BCPs are are dissolved in solvent (usage of tetrahydrofuran is reported) to create
low-precentage (< 3 % content);

• then MNPs are added to solution – their mass content is ≤ 10 %;
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• mixture is sonicated and then mixed for 24 h;
• next mixture is filtered through small mesh (0.2 µm) membrane and solution is

ready to be deposited;
• filtrate is deposited onto thoroughly cleaned silicone wafer using spin-coating;
• finally solvent vapor annealing is performed in glass champer filled with 1,4-dioxane

or chloroform vapor for up to three days.
Magnetic nanocomposites are materials widely applicable in industry [LSS07; Sen20],

voltage conversion [LOM12; SFHM18; SPK21] and electromagnetic radiation absorp-
tion [KBF+13; SJ07]. They are potentially applicable in medicine for annealing (can-
cer) cells using the phenomenon of magnetic hyperthermia, similarly to magnetic fluids
[FLD+19; LZW+20; MXL19]. In this dissertation, composites of magnetic particles with
ideal shape, size and perfectly periodic dispersion are considered. The closest magnetic
nanostructures to such a situation are, produced by NIL and BCL methods, systems for
super-dense magnetic recording known as bit-patterned media ([AAA+15; TGH+12]).
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