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Streszczenie

Od momentu charakteryzacji proceséw Lévy’ego przez Paula Lévy’ego w latach 30. XX wieku
doczekaly sie one ogrommnej liczby zastosowan w przeréznych kontekstach. Miedzy innymi
mozemy tutaj wymieni¢ liczne aplikacje w $wiecie finansowym (na przyklad do opisu pozornie
losowych zjawisk zachodzacych na gieldzie), zastosowania do opisu modeli behawioralnych
poszukiwania pozywienia przez wiele zywych organizmoéw, fizyczne modele przeplywu cieczy
w oérodkach porowatych i wiele innych. Krétko méwiac, procesy Lévy’ego przez ostatnie kilka-
dziesiat lat nieprzerwanie znajduja sie w centrum uwagi matematykéw i ich popularnosé jest
efektem synergii dwéch zazebiajacych sie czynnikéw. Po pierwsze, stanowig one szeroka klase
procesow stochastycznych, ktore z kolei sg gtéwnym narzedziem shuzacym do matematycznego
opisu zjawisk losowych. Z drugiej strony, wlasnosci stacjonarnosci i niezaleznoéci przyrostéw
czesto znacznie upraszczaja rachunki i umozliwiaja uzyskanie jawnych wynikéw. W niniejszej
dysertacji naszym celem jest dolozenie kolejnej cegietki do rozlegtej wiedzy o procesach Lévy’ego
w przypadku jednowymiarowym.

Podstawowym obiektem naszych badan jest gestos¢ przejécia dla procesu Lévy’ego
X = (X;: t > 0), ktéra zdefiniowana jest niejawnie poprzez nastepujacy wzor:

E, f(X;) = /R p(t, e, fy)dy, >0,z €R.

E, jest tutaj wartoécia oczekiwang odpowiadajaca prawdopodobienstwu P,, ktére z kolei
zwigzane jest z procesem startujacym z punktu x € R. Ponadto, z analitycznego punktu
widzenia, pod pewnymi zalozeniami ogdlna teoria moéowi, ze gesto$é¢ przejécia rozwigzuje uogdl-
nione réwnanie ciepta i z tego powodu nazywana jest czesto jgdrem ciepla, ktéra to nazwa
przyjeta sie zaréwno w probabilistycznym, jak i analitycznym srodowisku. Zagadnienie istnienia
i oszacowan jadra ciepta dla réznych proceséw Lévy’ego przyciagato uwage wielu matematy-
kéw w ostatnich dekadach, co zaowocowalo ogromna liczba artykuléw. Naszym pierwszym
celem w niniejszej dysertacji bedzie wyprowadzenie oszacowan dla przypadku jednowymiaro-
wych niesymetrycznych proceséw Lévy’ego. Nie trzeba tutaj dodawaé, ze niesymetryczny przy-
padek jest duzo trudniejszy do analizy od symetrycznego z powodu braku przyjaznej struk-
tury. W niniejszej rozprawie stosujemy dwa podejscia: albo narzucamy jakas$ forme kontroli na
asymetrie procesu, albo opracowujemy i stosujemy metode dopasowana specjalnie do konkret-
nego analizowanego przypadku. Poczatkowo stosujemy si¢ do drugiej techniki i skupiamy sie na
jednowymiarowych procesach Lévy’ego z dobrze zdefiniowana transformata Laplace’a. Pierw-
szg klasa analizowanych proceséw sa subordynatory, ktérym poswiecony jest rozdzial 3. Na
poczatku koncentrujemy sie na asymptotyce gestodci przejécia i ten cel osiggniety jest w twierdze-
niu 3.1.1 przy zalozeniu dolnego skalowania z wykladnikiem « — 2, gdzie @ > 0, na (minus)
druga pochodna wykladnika Laplace’a ¢. Dowdd opiera sie na aproksymacji za pomoca metody
punktu siodtowego, a gléwnym punktem jest uzyskanie odpowiedniej kontroli na holomorficzne
rozszerzenie ¢. Warto tutaj dodaé, ze oprocz dolnego skalowania nie nakltadamy zadnych do-
datkowych zalozen. W szczegdlnosci dopuszczamy miary Lévy’ego, ktore nie sa absolutnie
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ciagle wzgledem miary Lebesgue’a. Na koncu sekcji 3.3 dowodzimy réwniez kolejnego wyniku
z bardziej przyjazna forma przestrzenno-czasowego obszaru stosowalnosci przy zalozeniu do-
datkowego gérnego skalowania na ¢ z wyktadnikiem 8 < 1.

Pozostata cze$¢ rozdziatu 3 poswiecona jest wyprowadzeniu goérnych i dolnych oszacowan
na gestos¢ przejécia subordynatora. Goérnego oszacowania dowodzimy w twierdzeniu 3.4.4, ale
mozna otrzymaé rowniez jego stabsza wersje bez zadnych dodatkowych zalozeri (zob. twierdze-
nie 3.4.3). Gléwne wyniki dotyczace oszacowan dolnych to twierdzenie 3.4.7 i propozycja 3.4.9.
Pierwszy z nich jest szczegdlnie ciekawy z powodu doéé¢ zawitego argumentu dotyczacego nosnika
rozktadu granicznej zmiennej losowej, ktéra uzyskujemy z zastosowania twierdzenia Prochorowa.
Podsumowaniem tej sekcji jest ostre dwustronne oszacowanie gestosci przejscia zaprezentowane
w twierdzeniu 3.4.13. Tutaj zaktadamy juz zaréwno dolne jak, i gérne skalowanie ¢ z wyktad-
nikami 0 < a < 8 < 1 wraz z prawie monotonicznoscia gestosci miary Lévy’ego v(x). Nie
powinien tutaj by¢ niczym zaskakujacym fakt, ze granice obszaru stosowalno$ci oszacowan po-
wiazane sg z obszarem zachodzacych skalowan. W szczegdlnodci, jesli skalowania sa globalne,
to oszacowania na gestos¢ przejécia rowniez sa globalne w czasie i przestrzeni i taka wersja
twierdzenia 3.4.13 zaprezentowana jest we wstepie rozdziatu 3 jako twierdzenie 3.1.2. Ponadto
zauwazmy, ze w celu otrzymania ostrych dwustronnych oszacowan musimy sie odseparowaé od
granicznego przypadku 5 = 1 lub, méwiac potocznie, zostaé ponizej granicznego przypadku. Jest
to kolejna manifestacja raczej powszechnego zjawiska odmiennego zachowania sie w sytuacjach
granicznych w réznych kontekstach. Sekcje zamykamy przykladem zastosowania twierdzenia
3.4.13 dla relatywistycznego a-stabilnego subordynatora. Na koncu rozdziatu pokazujemy dwa
przyklady zastosowania naszych wynikow, ktore podkreslaja istotnosé naszych wnioskéow, tj.
subordynacje poza standardowa przestrzenia R? oraz ostre oszacowania na funkcje Greena sub-
ordynatora (zob. przyklady 3.5.2 i 3.5.3 oraz twierdzenie 3.5.8).

Zauwazmy przy okazji, ze niektére ze wstepnych wynikéw uzywanych w rozdziale 3. przenie-
sione sg do zalacznika A. Gléwnie sg to wlasnosci poréwnywalnosci i skalowan podstawowych
obiektow charakteryzujacych subordynator i czytelnik moze dostrzec pewne podobienistwo do
wynikéw uzyskanych przez Grzywnego i Szczypkowskiego [43]. Jednakze ale z racji tego, ze
nasze zalozenia wyrazane sa poprzez (minus) druga pochodna wykladnika Laplace’a ¢ zamiast,
powiedzmy, przez cze$é¢ rzeczywista wykladnika charakterystycznego, zdecydowalidémy sie dla
jasnosci i kompletnosci zamiesci¢ wszystkie dowody. Nasza motywacja przy tworzeniu tego
zalacznika byla rowniez cheé odciagzenia i bez tego dosé obszernego rozdziatu 3, jak rowniez za-
proponowanie nieco ogélniejszej oprawy, ktora bedzie mogla znalezé¢ zastosowanie takze w nieco
innej sytuacji w kolejnym rozdziale.

Niekwestionowang zaleta podejécia zaprezentowanego w rozdziale 3. jest fakt, ze moze by¢
ono zastosowane réwniez do innych jednowymiarowych proceséw Lévy’ego, jesli tylko transfor-
mata Laplace’a istnieje i jest dobrze zdefiniowana na prawej potptaszczyznie zespolonej. W duzej
mierze korzystamy z tego w rozdziale 4, gdzie ta sama technika jest zastosowana do jednowy-
miarowych spektralnie jednostronnych proceséw Lévy’ego, poniewaz w tym przypadku istnienie
transformaty Laplace’a jest konsekwencja jednostronnych skokéw procesu X. Zaznaczamy tutaj,
ze 7z racji tego, ze metoda rozwinieta w rozdziale 3 jest zastosowana niemal w tej samej formie
rowniez w rozdziale 4, jego struktura i tres¢ wykazuja wiele podobienstw do wynikéw i dowodow
zaprezentowanych w rozdziale 3. Dla wygody czytelnika pilnujemy doktadnie wszystkich drob-
niejszych i istotniejszych zmian i komentujemy je przed zaprezentowaniem konkretnego dowodu.
Tak wiec, asymptotyka gestosci przejscia zaprezentowana w twierdzeniu 4.1.1, jak réwniez jego
dowdd, ida tym samym torem co dowdd twierdzenia 3.1.1. Oszacowania gérne i dolne wyrazone
przez twierdzenie 4.4.2 oraz lematy 4.4.4 i 4.4.5, jak réwniez ostre dwustronne oszacowania
zaprezentowane w twierdzeniu 4.5.3, takze majg swoje odpowiedniki. Tak jak w rozdziale 3,
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zjawisko separacji od granicznego przypadku o = 1 widoczne jest rowniez w niektorych oszaco-
waniach w rozdziale 4 z ta réznica, ze tutaj istotne jest, by byé¢ powyZej, a nie ponizej granicznego
przypadku. Rozdzial zakoniczony jest przykladem zastosowania twierdzenia 4.5.3 dla spektralnie
dodatniego a-stabilnego procesu Lévy’ego.

Przedstawimy teraz problematyke rozdzialu 5. Tutaj skupiamy si¢ na analizie czasu pierw-
szego trafienia w zbiér zwarty i nasze podejécie opiera sie gldwnie na teorii potencjatu zamiast
na technikach analitycznych. W przeciwienstwie do poprzednich rozdzialéow, stosujemy tutaj
metode kontroli asymetrii poprzez narzucenie globalnego skalowania w wiekszosci naszych rozu-
mowan. Obowiazujacym w calym rozdziale zalozeniem jest nastepujacy warunek catkowy:

[
o 1+Rey(&) ’

gdzie 1 jest wykladnikiem charakterystycznym procesu X. U podstaw naszych rozwazan lezy
dos¢ ulotna relacja pomiedzy dwiema réznymi wersjami kompensacji jadra potencjatu:

S(z) = /Ooo (p(s,0) — p(s,z)) ds,

gdzie p(t, -) jest zdefiniowane poprzez relacje p(t,z,y) = p(t,y — =) dla dowolnych ¢ > 0 i
xz,y € R, oraz
1

H(x) = 7T/000(1 —coszs) Re [1/1(13)] ds.

Mianowicie okazuje sie, ze pierwsza z nich jest wlasciwym obiektem opisujacym asymptotyczne
zachowanie czasu pierwszego trafienia, lecz jej istotna wada jest fakt, ze nie wiemy a priori, czy
w ogole jest dobrze zdefiniowana, podczas gdy druga co prawda jest dobrze zdefiniowana, ale jej
zastosowania ograniczaja sie jedynie do opisania oszacowan czasu trafienia. Problem poprawnego
zdefiniowana S jest wysoce nietrywialny i dlatego pokazujemy kilka przykiadéw jego istnienia
w lemacie 5.3.1, wniosku 5.3.2, propozycji 5.3.3 i wniosku 5.3.5. Kwestia asymptotyki czasu
pierwszego trafienia w zbiér zwarty rozwigzana jest w twierdzeniu 5.3.7, a wazny przyktad, ktory
spelnia jego zalozenia, jest zapewniony dzigki twierdzeniu 5.2.4, to znaczy gdy czesé rzeczywista
wyktadnika charakterystycznego jest funkcja regularnie zmieniajaca sie w zerze z wyktadnikiem
a € (1,2) oraz gdy kontrolujemy asymetrie miary Lévy’ego, to znaczy gdy jest ona postaci

V(dx) = CYd]lﬂc<01/0(d'7}) =+ Cu]lz>0V0(dx)v

gdzie vy(dz) jest symetryczna miara Lévy’ego. Zauwazmy tutaj, ze forme powyzej maja miary
Lévy’ego wszystkich proceséw syetrycznych, stabilnych, jak réwniez proceséw spektralnie jed-
nostronnych.

W celu otrzymania ostrych dwustronnych oszacowan czasu pierwszego trafienia najpierw
dowodzimy w twierdzeniu 5.4.4 globalnej, niezmienniczej na skale nieréwnoséci Harnacka. Ten
drugi wynik udowodniony jest przy zalozeniu zerowego pierwszego momentu, to znaczy EX; = 0
oraz pod warunkiem globalego skalowania czeéci rzeczywistej wyktadnika charakterystycznego
z wykladnikiem o > 1 i tym samym rozszerza wynik Grzywnego i Ryznara [40], ktérzy z kolei in-
spirowali sie dowodem Bassa i Levina [3]. Zauwazmy, ze nie zakladamy tutaj absolutnej ciagtosci
miary Lévy’ego. Nieréwno$¢ Harnacka jest nastepnie zastosowana w celu uzyskania ostrych
dwustronnych oszacowan czasu pierwszego trafienia w zbiér zwarty, zob. twierdzenie 5.5.11.
Wynik ten otrzymany jest przy zalozeniu globalnego skalowania Rev z wykladnikiem a > 1,
zerowego pierwszego momentu, tzn. [£X; = 0 oraz dodatkowego, nietrywialnego zatozenia, ktére
nie jest a priori oczywiste, za to jest trywialnie spelnione dla proceséw symetrycznych. Ponadto
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dzieki niedawnym wynikom Grzywnego [35] jesteSmy w stanie obej$¢ ten problem w przypadku,
gdy proces jest spektralnie jednostronny, zob. wniosek 5.5.14. Na zakonczenie rozdzialu prezen-
tujemy duza klase proceséw Lévy’ego, ktore spelniaja zatozenia twierdzenia 5.5.11.

Wiekszo$¢ materialu przygotowawczego, wlacznie z notacja i wprowadzeniem podstawowych
obiektow i ich wlasnosci, jest zaprezentowana w rozdziale 2. W szczegdlnosci podajemy tam
definicje procesu Lévy’ego, wprowadzamy gléwne narzedzia z teorii fluktuacji i potencjatu
oraz prezentujemy krotki przeglad wlasnosci skalowania i regularnej zmiennosci. Na koniec
chcieliby$my jeszcze dodac, ze kazdy kolejny rozdzial rozszerza odpowiednia czeéé tego krotkiego
streszczenia, zapewnia rys historyczny oraz definiuje wtasciwy kontekst naszych badan. Zatem
w celu znalezienia dalszych informacji i szczegdétéw na konkretny temat odsytamy czytelnika do
odpowiedniego rozdziatu tej dysertacji.



Chapter 1

Introduction

Since the characterisation of Lévy processes by Paul Lévy in the 1930s, they have lived to see
myriads of applications in various contexts. One can list here numerous implementations into
the financial setting, e.g. to the description of seemingly random phenomena occurring on the
stock market, applications to the behaviour model of food tracking of many living organisms,
to the physical flow models, for instance in porous media, and many more. To put it in a
nutshell, Lévy processes have been the primary class of interest over the last century and their
popularity is a synergy of two overlapping factors. First, they form a vast and general class of
stochastic processes which are the main tool in mathematical description of random phenomena.
On the other hand, the stationarity and independence of increments often significantly simplify
calculations and enable explicit results. In this dissertation we aim at contributing to the
extensive knowledge about Lévy processes by focusing on the one-dimensional case.

The primary object of our studies is the transition density of the Lévy process
X = (X;: t > 0) defined implicitly by the following formula

E,f(X,) = /R pt,z,y)f(y)dy, t>0,z €R.

Here E, is the expectation corresponding to the probability P, related to the Lévy process start-
ing from « € R. Moreover, from the analytical point of view, under certain assumptions the
general theory states that the transition density solves the generalised heat equation and there-
fore it has earned the name heat kernel which is now commonly used both in the probabilistic
and analytical world. The problem of existence and estimates of heat kernels for various Lévy
processes has attracted huge attention in the last decades and resulted in abundant number of
articles. Our first goal in this dissertation is to establish analogous estimates for the case of
one-dimensional non-symmetric Lévy processes. It goes without saying that the non-symmetric
case is much harder to handle than the symmetric one due to a lack of a familiar structure.
The approach here may be twofold: either to impose some control on the non-symmetry or to
invent and apply a tailor-made method specifically to the analysed case. We follow the latter
technique and focus on one-dimensional Lévy processes with the well-defined Laplace transform
starting with subordinators as our first target in Chapter 3. At the beginning we concentrate on
the asymptotic behaviour of the transition density and that goal is achieved in Theorem 3.1.1
under the assumption of the weak lower scaling property with scaling index o — 2, where oo > 0
imposed on the (minus) second derivative of the Laplace exponent ¢. The method of the proof
is based on the saddle point approximation and its crucial component is to establish sufficient
control on the holomorphic extension of ¢. It is worth mentioning that there are no additional
assumptions apart from the scaling property; in particular, we allow Lévy measures which are
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not absolutely continuous with respect to the Lebesgue measure. At the end of Section 3.3 we
also give another result with a more accessible form of the space-time validity regime, provided
that the additional upper scaling condition with index 8 < 1 for ¢ holds true.

The remaining part of Chapter 3 is dedicated to derivation of upper and lower estimates
of the transition density. The upper estimate is displayed in Theorem 3.4.4, but one can also
obtain a weaker version with no additional assumptions (see Theorem 3.4.3). Main results
concerning lower estimates are presented in Theorem 3.4.7 and Proposition 3.4.9. The former is
particularly interesting due to a rather involved argument about the support of the limit random
variable resulting from the application of the Prokhorov theorem. We conclude that part with
one cumulative sharp two-sided estimate of the transition density displayed by Theorem 3.4.13.
Here we assume both lower and upper scalings on ¢ with 0 < a < 8 < 1 and the almost
monotonicity of the Lévy density v(x). It is not surprising that the validity region is closely
related to the area where the scaling properties hold true. In particular, if they are global, then
the obtained estimate is also global in space and in time and this version is presented in Theorem
3.1.2 in the introduction of Chapter 3. Moreover, note that in order to obtain sharp two-sided
estimates we need to separate ourselves from the limit case § = 1 or, informally speaking, to stay
below the limit case. This is yet another instance of a rather common phenomenon of different
behaviour of limit cases in various settings. We also present one example of an application of
Theorem 3.4.13 to the relativistic a-stable subordinator (see Example 3.4.15). The chapter is
concluded with two examples of applications of our results which advocate the relevance of our
findings, i.e. the subordination beyond the classical R% setting and sharp two-sided estimate of
the Green function of the subordinator (see Examples 3.5.2 and 3.5.3 and Theorem 3.5.8).

We note in passing that some of the preliminary results used in Chapter 3 are moved to
Appendix A. These are mainly comparability and scaling properties of characteristic objects of
the subordinator and the reader may observe that they bear some similarity to the ones presented
in Grzywny and Szczypkowski [43], but since the assumptions are imposed on the (minus)
second derivative of the Laplace exponent ¢ instead of, say, on the real part of the characteristic
exponent, we choose to provide all the proofs for the sake of clarity and completeness. Our
motivation behind creating the appendix was to make the extensive chapter less overloaded and
to provide a more general background which could be applied also in a slightly different setting
in the next chapter.

The unquestionable advantage of the approach proposed in Chapter 3 is that it can be applied
to other one-dimensional Lévy processes, provided that their Laplace transform exists and is
well defined on the right complex half-plane. We largely profit from that in Chapter 4 where
the same method is successfully applied to the spectrally one-sided Lévy processes, since in that
case the existence of the Laplace transform is a consequence of the restriction on X to jump only
forward. We should comment here that due to the fact that the method developed in Chapter
3 is applied almost in the same form in Chapter 4, its structure and content displays significant
similarities to the results and proofs obtained for subordinators. There are however some minor
yet crucial differences which mostly preclude the possibility of presentation of both types of
processes in one compact form. Therefore, for the sake of clarity and in order to make that
part of the dissertation self-contained, we provide a full reasoning instead of only referring to
appropriate results in Chapter 3. We do however keep track of this minor changes right before
the proofs for the convenience of the reader. So, the asymptotic behaviour of the transition
density presented in Theorem 4.1.1 as well as its proof follows the idea behind Theorem 3.1.1.
The lower and upper estimates represented by Theorem 4.4.2 and Lemmas 4.4.4 and 4.4.5 as
well as sharp two-sided estimate covered by Theorem 4.5.3 also have their counterparts. As in
Chapter 3, the phenomenon of separation from the limit case @ = 1 in some of the estimates



is also present in Chapter 4 but with the difference that here we will assume to be over rather
then below the limit case. We end that chapter with an example of application of Theorem 4.5.3
for the spectrally positive a-stable Lévy process.

Let us now outline the content of Chapter 5. Here we concentrate on the analysis of the first
hitting time of a compact set and our approach is based on the potential theory rather than
analytic discussions. Contrary to previous chapters, here we adopt a method of controlling the
non-symmetry by imposing the global scaling condition in most of our reasonings. The standing
assumption in this part is the following integral condition:

[k
o 1+Rey(§) ’

where v is the characteristic exponent of the process X. On the foundation of our considerations
lies a rather elusive interplay between two different versions of compensated potential kernel:

S(a) = [ (p(s.0) = pls,)) ds.

where p(t, -) is defined for all ¢ > 0 and x,y € R by the relation p(t, z,y) = p(t,y — =) and

H(x) = 1/000(1 —cosxs) Re [w(ls)] ds.

™

Namely, it turns out that the first one is appropriate to describe the asymptotic behaviour of
the first hitting time but its serious drawback is the fact that we do not a priori know if it exists,
while the other is well defined in our setting but its applications are limited to the estimates
rather than asymptotics. The question whether S is well defined is highly non-trivial and we
provide some examples in Lemma 5.3.1, Corollary 5.3.2, Proposition 5.3.3 and Corollary 5.3.5.
The asymptotic behaviour of the first hitting time of a compact set is resolved in Theorem 5.3.7
and an important example which satisfies its assumptions is provided by Theorem 5.2.4, i.e. if
the real part of the characteristic exponent is regularly varying at the origin with the scaling
index a € (1,2) and if we control the non-symmetry of the Lévy measure, that is when

V(da?) = Cd]lx<01/0(da:) + Cu]lg;>0V0(d$),

where 1 is a symmetric Lévy measure. We note that the form above includes all stable processes
as well as spectrally one-sided Lévy processes.

In order to obtain sharp estimates of the first hitting time we first prove in Theorem 5.4.4
and then apply the global scale-invariant Harnack inequality. The latter is derived under the
assumptions EX; = 0 and the global lower scaling property with the index o > 1 on the real
part of the characteristic exponent and extends the one obtained by Grzywny and Ryznar in
[40] with the proof inspired by Bass and Levin [3]. Note that we do not assume the absolute
continuity of the Lévy measure. The Harnack inequality is then applied to obtain sharp two-
sided estimates of the first hitting time of a compact set, see Theorem 5.5.11. Here the results
are obtained under the global scaling on Re ) with a > 1, EX; = 0 and a non-trivial additional
assumption which is not a priori obvious but is trivially satisfied for symmetric Lévy processes.
Also, thanks to the recent preprint by Grzywny [35], we are able to bypass this problem in the
special case of spectrally one-sided Lévy processes in Corollary 5.5.14. We end that chapter
with an example of a class of Lévy processes which satisfy the assumptions of Theorem 5.5.11.

Most of the preliminary material, including the notation setting and the introduction of basic
objects and its properties, is presented in Chapter 2. In particular, we provide a definition of a
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Lévy process, introduce common tools from the potential and fluctuation theory, and provide a
short overview of scaling properties and regular variation. In the end we would like to note that
each subsequent chapter elaborates a corresponding part of this short introduction, provides
a historical background and defines a proper setting of our research. Therefore, for further
details on the specific subject we encourage the reader to consult the appropriate chapter of the
dissertation.



Chapter 2

Preliminaries

In this chapter we introduce basic objects and definitions that will be in constant use throughout
the dissertation. Our goal here is to achieve a sensible compromise between the urge of rigorous
and complete introduction, which would result in too extensive volume, and a brief summary,
usually presented at the beginning of almost every scientific article. For this reason, we usually
refrain ourselves from giving rigorous proofs of these preliminary results but instead we provide
complete references and suggestions where the reader may find further information on the specific
subject. We start with fixing the notation and then move to an exhaustive discussion of most
of the notions appearing in the subsequent chapters.

2.1 Notation

The space of continuous functions on a set D is denoted by C(D). Its subspaces are denoted as
follows: functions which are additionally bounded on D are denoted by Cy(D), those from C.(D)
are compactly supported in D. Next, by C¥(D), k = 1,2,..., we denote a space of functions
with continuous derivatives up to the order £ with the usual convention that f € C°°(D) means
that f € C*(D) for every k € N. By f € Cy(R?) we mean that f is continuous and vanishes at
infinity. The classes C§(D) and CF(D) are defined analogously with the implicit rule that the
respective properties apply to all derivatives up to the order k as well.

By ¢,c1,C,Cq,... we denote positive constants. Their values usually are not important
and may vary from line to line in the chain of estimates. We do, however, keep track of their
dependence on other parameters and to this end we write ¢ = ¢(a,b) to indicate that the ¢
depends only on a and b. On rare occasions, we will distinguish some constants using a different
notation but then its meaning should present no difficulties. For instance, from the context it
will be rather clear that Cy denotes a constant appearing in the Harnack inequality. We will
often use the notation a A b = min{a, b} and a V b = max{a, b}.

For two functions we write f &~ g on some set D if there is a constant ¢ > 0 such that

¢ f(a) < gla) < cf(x), zeD.

Accordingly, we write f < g (f 2 g) if the ratio f/g is bounded from above (below) by a positive
constant. By f ~ g as x — xg we mean that

im @ =
xl_mo o(2) 1.

)
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Occasionally we will also write f = O(g) as * — xp if

f(z)

lim sup —= < oo.
T—T0 g(x)

Frequently we will use the generalised inverse function which is defined as follows. For a complex-
valued function f: R% — C we set

f7H(s) =sup{r > 0: f*(r) =5}, s>0,
where f* is a radial majorant of Re f i.e.

f*(r) = sup Re f(z), r>0.

|z|<r

Note that for continuous functions f we have directly from the definition that

f*(ffl(s)) =5 and fﬁl(f*(s)) >s, s>0.

For a Borel set D and = € D we let §(D) = inf{|z|: z € D} and dp(z) = inf{|z — y|: y € D}.
As usual, the diameter of D is defined as diam(D) = sup{|z — y|: z,y € D}. For x € R and
r > 0 by B(z,r) we denote a ball of radius r centred at x, i.e. B(z,r) ={y e R: |y —z| < r}.
For simplicity, we write B, = B(0,r). Finally, for the sake of clarity we declare that all sets,
subsets and functions are assumed to be Borel.

2.2 Lévy process and its properties

This section introduces a basic object of our attention, namely a one-dimensional Lévy process.
We provide a definition and fundamental properties, discuss its special forms and cases, and
develop basic tools from the potential and fluctuation theory. We note that since our setting
in this dissertation is the real line, we restrict ourselves to the one-dimensional case for the
sake of consistency but it is rather straightforward that the the content presented below may
be easily extended to the d-dimensional case. We start with providing the construction of the
Lévy process X.

2.2.1 Construction and basic properties

Throughout the dissertation by X = {X;: ¢t > 0} we will denote a Lévy process on the real line,
i.e. a one-dimensional stochastic process which starts from 0, has stationary and independent
increments, is stochastically continuous, and has cddlag trajectories (fr. continue da droite, limite
d gauche — right continuous with left limits). Sometimes we will drop the orthodox notation
X in favour of less precise but generally accepted X;. The distinction whether X; is a single
random variable or a stochastic process should be clear from the context and result in no
confusion for the reader. The author is well aware of the scarcity of the description below but
the detailed construction of X is beyond the scope of this work; therefore we will skip frequent
technical difficulties in this part and focus on the outline of the construction rather than provide
a rigorous reasoning. The general reference here is the book of Sato [93]; the first two chapters
of the book are devoted to characterisation and existence of Lévy processes, while the rest
provides an immense overview of properties of X; and will be of our interest later on. We also
refer the reader to the first two chapters of Chung and Zhao [25] for an excellent and elementary
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introduction to the construction and potential theory of Brownian motion which should cause
no essential difficulties while extending to more general Lévy processes.
Given two numbers o > 0, v € R, and a Borel measure v satisfying

v({0}) =0  and /R(WM) v(da) < oo,

we define a Lévy-Khintchine exponent by the following formula:
P(€) = o26% — ity — /}R (e6® —1 — i€xll |y () v(dz), & €R. (2.2.1)

The measure v is called the Lévy measure and the triplet (o,~,v) is referred to as Lévy triplet or
characteristic triplet as it can be proved to characterise any Lévy process in a one-to-one corre-
spondence. Indeed, by the Lévy-Khintchine representation for the infinitely divisible measures
[93, Theorem 8.1], for every fixed ¢ > 0, the function ¢: R — C defined by (&) = e ) is a
characteristic function of some random variable, which we anticipatively denote by X;. In other
words, for every ¢ > 0 there is a measure p;(dz) such that its Fourier transform satisfies

p(&) = EeXt = / e p(dx) = e*tw(f), £eR.
R

For any 0 < tg < t; < ... < t, and Ap, A1,..., A, C R we define the finite-dimensional
distributions

g (Ag X - X Ap) = /R /R . /R Pro (d0) 1 4o (0) Prs —to (d1)1 4, (o + 1)

X oo Py—ty o (dxn)La, (xo + 21+ -+ + ).

(2.2.2)

By the Kolmogorov extension theorem there exists a process X such that its finite-dimensional
distributions are equal to fis ¢, 1, i-€-

P(Xto S Ao,th € Al, ... ,th € An) = Uty t1,....tn (A(] X Al X ... X An)

Next, [93, Theorem 10.5] asserts that X is in fact a Markov process with transition functions
given by pi(z, A) = p(A — x). With this notation at hand, the equation (2.2.2) takes much
simpler form,

Htg,... it (AO X X An) = / / . / Dy (dl’o)ptlfto (1'07 dwl) .- 'ptn*tn—1(liﬂ*17 dxn)v
Ag J A, An

which nicely corresponds to the Chapman-Kolmogorov property of Markov processes. Finally,
[93, Theorem 11.5] ensures that there is a modification of X with cadlag trajectories, which,
with a slight abuse of notation, we will also denote by X, that is the desired Lévy process.
Conversely, given a Lévy process, the distribution of an infinitely divisible random variable X;
(see e.g. [93, Corollary 8.3]) due to [93, Theorem 8.1] corresponds to a unique triplet (o,~,v).
The claim is established.

Recall that the triplet (1,0,0) generates the one-dimensional Brownian motion. If o = 0,
then X is called purely non-Gaussian. The triplet (0,,0) corresponds to a deterministic drift
X; = ~t and (0,0, v) gives rise to a process which is often labelled as pure-jump process. That
name is not exactly adequate, as such processes usually have an intrinsic drift (possibly infinite
in the case of unbounded variation of sample paths — we will comment on that later on), but,
since the community seems to be grown accustomed to this label, we will obey the rule as well.
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We also note that if 0 = 0 and v(R) < oo, then X is a compound Poisson process (possibly with
a drift), a case which is excluded from our considerations. Therefore, hereinafter we assume in
the whole dissertation that either ¢ > 0 or ¥(R) = o0, i.e. X is not a compound Poisson
process. We note in passing that in case of a one-dimensional Brownian motion for every ¢ > 0
the transition function p;(dz) has a density p:(x) given by (see e.g. [25, Theorem 1.4])

2
pe(x) = (27Tt)71/2 exp ( — m),
2t

which solves the classical one-dimensional heat equation and is therefore referred to as the heat
kernel. The transition density p;(-) for general Lévy processes (if it exists) inherits the name,
although the issue of solving the corresponding heat equation is much more delicate. We note in
passing that, provided that the heat kernel exists, the transition function p;(z, - ) has a transition
density given by pi(z,y) = pi(y — z) for every x,y € R. The sufficient condition for the existence

of heat kernel is given by Hartman and Wintner [45]:
m _Rew(§) = 00. (HW)

j¢l=o0 In (1 +[¢])
The identity above is referred to as the Hartman- Wintner condition. If this is the case, then not
only py(-) exists for all £ > 0, but we also have p; € L'(R) N C*(R). A comprehensive overview
of necessary and sufficient conditions for absolute continuity of p;(dx) is provided by Knopova
and Schilling [64]. In view of Bertoin [4, Proposition 1.6], the family {p;(-): ¢ > 0} induces a

strongly continuous contraction semigroup on Cy(R) equipped with the supremum norm:

Pf(x) = /R F@) p(z, dy) = Eo f(X), z€R.

Alternatively, P, has the Feller property and X is a Feller process. Moreover, [93, Theorem
40.10 and Corollary 40.11] imply that every Lévy process has the strong Markov property. Every
Feller semigroup admits the infinitesimal generator defined as an operator A with domain Z(.A)
consisting of functions f € Cy(R) for which the following limit

Af(z) = lim ~(Pof(z) — f(z)) = lim

t—0t+ ¢ t—0+

exists in the strong sense, i.e. uniformly on R. For any Lévy process X; we have CZ(R) C 2(A)
and

2

Af(a) = TAL@) +15'@) + [ (F@+1) = F@) = f @)L 0)v() dy

for any f € CZ(R), where (c,7,v) is the characteristic triplet of X, see e.g. [93, Theorem 31.5].

As above, the probability corresponding to X will be denoted by P. Note that for any ¢ > 0,
the image of P under X;, that is Po X, ! is a probability measure on R. This measure is called the
law or the distribution of random variable X;. Recall that convergence in distribution of random
variables is defined precisely as weak convergence of its distributions. Now, let us consider a
collection D of cadlag functions w: [0, 00) — R which serves as a space of all admissible sample
paths of a Lévy process. From that point of view, ux = P o X! is a probability measure on
the space of sample paths D. Therefore, we may take X as a canonical map on D, that is for
any t > 0,

Xt = Xt(w) = (.L)(t)
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The detailed description of the space D, as well as the topology it can be endowed with, is beyond
the scope of this work; therefore, we will only refer to the books of Gthman and Skorokhod [31],
and Jacod and Shiryaev [53]. Let us also note that usually we will consider a process X; starting
from x € R; then the corresponding probability distribution and expectation will be denoted by
P, and E,, respectively. Accordingly, P,(X; € A) =P(X; + 2z € A) for any ¢ > 0 and any Borel
set A C R. As usual, we let X;_ = lim,_,;— X with the convention that Xo_ = Xy. The size of
a Jump at tis AXt = Xt — Xt_.
Motivated by Pruitt [87], we define the concentration functions for X; by setting

K(r)= r2q% + 7"_2/ \:U]Q v(dz), r>0
B

and
Eds
1A v(dz), r>0. (2.2.3)

r2

h(r) = r—2¢? +/

R

Concentration functions are one of the more important characteristics of X. Clearly, h(r) >
K(r). Moreover, by the Fubini-Tonelli theorem, we get

hr) = 2 / T K (s)s ! ds. (2.2.4)

Observe that by [87, p. 954] there is a constant ¢ which depends only on the dimension such

that
1

c c
— < ES < —
OO}

where S(r) = inf{t > 0: | Xy — tb,| > r} and b, is the drift compensation defined as

b=+ [ oy = Lpcr) vida). (2.2.5)

Therefore, h may be understood as a measure of expansion of X. Similarly, K describes the local
activity and the intensity of small jumps. Recall that b, = 0 if the Lévy process is symmetric,
that is when v = 0 and the Lévy measure is symmetric. The presence of b, is due to the fact
that the function originally used by Pruitt has also a third component which, roughly speaking,
measures the asymmetry of the process X. Moreover, if we define the majorant of the real part
of the characteristic exponent

" (r) = sup Rey(z),

|z|<r
then, by [34, Lemma 4],
1
ﬁh(r’l) <*(r) < 2h(r 1), r>0. (2.2.6)
The formula above entails that the concentration function will be frequently used throughout
the dissertation. Let us provide one more argument by noting that from [87, p. 954] one may
also conclude that there is a constant ¢ depending only on the dimension such that

P sup|X5—st‘ >r | <cth(r) and P sup]XS—st| <r SL.
s<t s<t th(r)

As previously, the formulae above become much simpler if X is symmetric. These estimates are
so routinely in use that they earned its own name Pruitt’s estimates and so they will be referred
to as such from this moment on with no further comment.
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In general, Lévy processes exhibit two different types of sample paths’ behaviour for large
time. Namely, we say that X; is recurrent if

liminf | X;| =0 a.s.
t—o0

and transient if
lim | X;| =00 as.
t—o0

Any Lévy process X is either recurrent or transient, or in other words, the transience/recurrence
dichotomy holds true (see [93, Theorem 35.4]). One can also distinguish a subclass of point
recurrent processes which is characterised by the evidently stronger condition

limsup Iy (X;) =1 as.
t—o0
[93, Theorem 35.4] states that transience and recurrence are closely related to the existence of
potential measures which will be elaborated in Subsection 2.2.2, see remarks under (2.2.14). For
now let us only mention that these objects are fundamental in the development of potential
theory and its ill-definiteness usually coerces a different type of analysis. The reader may also
consult [93, Theorem 37.5, Corollary 37.6 and Remark 37.7] for criteria of Chung-Fuchs type. For
instance, an easy application of these results leads to the conclusion that every non-degenerate
Lévy process in dimension d > 3 is transient ([93, Theorem 37.8]).

Example 2.2.1. Suppose X is a symmetric, d-dimensional rotationally-invariant a-stable pro-
cess with a € (0,2]. Then [93, Theorems 37.16 and 37.18, Remark 37.21 and Example 43.7]
assert that X is transient if o < d, recurrent if o > d, and point recurrent if o > d.

Let us now distinguish two different kinds of processes which will be intensively studied later
on in the dissertation. It is well known (see e.g. Revuz and Yor [89, Corollary 2.5]) that sample
paths of Brownian motion are of unbounded variation. Let us therefore assume that o = 0 and
suppose that

[ (2l A D v(da) < . (227)
R

Then we may rewrite (2.2.1) as follows:

b(€) = —igh — /R (€6 — 1) v(da), (2.2.8)

where b = v— [ zv(dz) is sometimes called the drift of X;. The strict justification of that name
is quite technical and we refer to [93, Chapter 4] for a comprehensive study, but the informal
explanation is rather simple. If (2.2.7) holds true, then almost surely the sample path of X is
of bounded variation (see [93, Theorem 21.9]) and we may write

Xe=0bt+> AX,, t>0. (2.2.9)

s<t

Here, thanks to the property of bounded variation, the infinite sum of jumps of X; is almost
surely convergent and X; may be represented as an independent sum of a drift process and a
pure-jump part, see also [93, Theorem 19.3]. If we additionally assume that b > 0 and that
the Lévy measure is supported on the positive half-line, then [93, Theorem 21.5] implies that
the underlying process almost surely has a non-decreasing sample path. This kind of behaviour
is nicely depicted by (2.2.9). We note in passing that this result is in line with our intuitions
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but remains valid only under the assumption of bounded variation. In fact, even if there is no
Gaussian part and the Lévy measure is concentrated on the positive half-line, but the condition
(2.2.7) is not satisfied, then the process is oscillating and the support of the distribution of X}
is equal to the whole real line for all ¢ > 0. Intuitively, this is due to the fact that if (2.2.7) is
not satisfied, then the sum of jumps of X in (2.2.9) is almost surely divergent and cannot be
compensated by any finite b. Therefore, there must be some compensation so that the process
could exist at all. One can also recall the Lévy-Khintchine formula (2.2.1) and observe that the
formal splitting of the non-local part as in (2.2.8) would result in two divergent integrals, the
first one corresponding to the divergent sum of jumps and the second — to the infinite negative
drift. The rigorous formulation of the considerations above is provided by [93, Theorem 24.10],
see also a comment under [93, Theorem 21.5].

We denote such one-dimensional, non-decreasing process by T = (T;: ¢t > 0) and call it a
subordinator to underline the connection with the abstract notion of subordination introduced
in the 1950s by Bochner [8] and Phillips [81]. We postpone a more detailed discussion to Chapter
3, where subordinators will be the main focus of our attention. For now let us note that in such
case it is convenient to consider the Laplace transform of T instead of usually preferred Fourier
transform. Namely, there is a function ¢: [0,00) + [0,00), called the Laplace exponent of T;
such that

Ee At = e M py(dz) = e x> 0.
[0,00)
The Laplace exponent ¢ is in fact a Bernstein function and its numerous properties shall be
studied and exploited in Chapter 3. A general reference concerning Bernstein functions is the
book [94]. We also refer to [93, Chapter 6] and [4, Chapter III] for a complete introduction to
subordination theory. Let us also note that directly from the definition it follows that every
non-trivial subordinator is transient.

Subordinators are a special case of spectrally one-sided Lévy processes, i.e. one-dimensional
Lévy processes with the Lévy measure supported on one of the half-lines. It can be deduced from
the Lévy-Khintchine formula (2.2.1) that every one-dimensional Lévy process may be represented
as a difference of independent spectrally-positive Lévy processes. In view of [93, Theorem
21.9], any one-dimensional Lévy process of bounded variation is a difference of independent
subordinators. Let us consider a different case and assume that (2.2.7) does not hold. Since
a negative of a spectrally-positive Lévy process is spectrally-negative, we may and do restrict
ourselves to the spectrally-positive case, that is when suppv C [0,00). Such processes, due to
their specific structure, find natural applications in finance modelling but are also interesting
from the theoretical point of view. Namely, the absence of negative jumps entails the existence
of the Laplace transform (see [4, Chapter VII]), that is there is a function ¢: [0, 00) — R such
that

Ee Xt — ettp(A)’ A> 0. (2.2.10)

By holomorphic extension one can see that

o(\) = 0\ — A + 000 (e — 14+ Aalyeq) v(dz), A>0. (2.2.11)

Since P(X; < —1) > 0 by [93, Theorem 24.10], we have p(A) — oo as A — oo. We emphasize
two significant differences between Laplace exponents of subordinators and spectrally positive
Lévy processes. First, by differentiating (2.2.11) twice, we deduce that ¢ is convex, contrary
to the subordinator case. Moreover, ¢ is not necessarily positive. Indeed, by differentiating
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(2.2.10) with respect to A, setting ¢ = 1 and taking the limit A\ — 0T yields

EX) = —g(0%) = o +/ 2 v(dx). (2.2.12)
[1,00)

We see that EX; € (—o0,400]. In particular, if EX; > 0, then ¢ < 0 in the neighbourhood of

the origin. The second property will cause some technical difficulties in Chapter 4.

2.2.2 Potential theory

In this subsection we introduce basic objects of potential theory which will be in use throughout
the dissertation. In what follows we assume only that the transition density of X exists for all
t > 0; any additional assumptions shall be explicitly stated. In particular, we do not assume
the absolute continuity of the Lévy measure v(dx). We allow that kind of facilitation due to the
fact that the existence of heat kernel in every setting considered in this dissertation is a more or
less immediate consequence of the assumptions imposed. Nevertheless, one can obtain without
essential difficulties a bigger generality.

First, for any given Lévy process X, by X we denote its dual process, i.e. X = -X. Any
objects corresponding to X will be also denoted by the symbol ,,””. The term dual is motivated
by two identities provided by [4, Proposition II.1 and Lemma II.2]. The first one asserts an
analytical interpretation, to wit: for any non-negative measurable functions f,g and for any
t>0,

[ P@yg@) dz = [ f@)Pgla)da.
R R

whereas the latter yields a probabilistic motivation. Namely, for fixed ¢ > 0 the reversed process
(X(t_s)_ — X;: 0 < s <t) is equal in distribution to the dual process ()Z's: 0 <s<t) The
concept of duality plays a vital role in the development of potential theory, see e.g. Chapter VI of
Blumenthal and Getoor [7], but here its part will be rather marginal — we will use some objects
(and their properties) related to the dual process in order to describe the behaviour of hitting
times in Chapter 5, but the theory itself will not be developed. The proper introduction of these
objects is postponed to the moment when basic elements of fluctuation theory are established.
By 7p we denote the first exit time of X from an open set D, i.e.

Tp = inf{t > 0: X; ¢ D}.

[93, Theorem 40.13] ensures that 7p is a stopping time. For a closed set F' we define the first
hitting time of F as the first exit time from its complement F¢, that is Tp = 7pc. If F = {a} is
a singleton, then slightly abusing the notation we write Ty = T,.

Let us consider a process XP defined as X killed after exiting the open set D. Then its heat
kernel is given by Hunt’s formula (also called the sweeping formula):

pf)(x, y) = pe(z,y) — E, [TD < t;pt_TD(XTD,y)], t>0,z,y €R. (2.2.13)

and is due to Hunt [49], who originally proved (2.2.13) for X being a Brownian motion. The
reader may also consult [25, Theorem 2.4] for a neat presentation of the proof and for the
conclusion that the result holds also for general Lévy processes. We observe that (2.2.13) has
a simple probabilistic interpretation: we remove sample paths which exit D before time ¢ so
that they have no impact on the transition density of X. From (2.2.13) we clearly have that
0< ptB < p? < p; for any B ¢ D C R%. For completeness we note that although one may
expect the Dirichlet heat kernel to vanish on the complement of D, this is not a priori obvious
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for general processes and domains. For instance, if X is isotropic and D is sufficiently regular,
say, Lipschitz, then by the Blumenthal 0-1 law, P,(7p = 0) = 1 for 2 € D® and consequently,
pP(z,y) = 0 for z € D¢ or y € D°. In general, however, this is a delicate matter and requires a
special attention. Since this problem will not be relevant in the present dissertation, let us only
refer to [11, Remark 1.9] for a neat elaboration on the subject.

Next, for any A > 0, we let U be the A-potential kernel, that is the Laplace transform of
the heat kernel:

UMz, y) = /0 e py(x,y) dt. (2.2.14)

Since py(z,y) = pi(y — x) for 2,y € R, we also have U*(x,y) = UMy — z) for z,y € R. If U*
exists for A = 0, then we set U 0 = U and call U the potential kernel. In view of [93, Theorem
35.4], the existence of the potential kernel implies that the underlying process is transient. If
this is not the case, then various notions of compensation are considered in order to make the
integral defining U* convergent, see e.g. Port and Stone [86], Bogdan and Zak [15] or Grzywny
and Ryznar [40]. We also refer to Chapter 5 for elaboration and further discussion.

By analogy, one may also define the A-potential kernel for the killed process X by setting

o0
Gh(z,y) :/0 e MpP(tyz,y)dt, x,y € D.

The function G?, is called the A-Green function. The 0-Green function (if it exists) is simply
called the Green function and we denote it by Gp. Accordingly,

Gp(r,y) = /0 pP(@,y)dt, wyeR.

The Green function gives rise to the Green operator

o) = [ Gole.)fw)dy. =€k

for suitable functions f. Observe that if f is non-negative, then the Tonelli theorem implies

/RGD(:U,y dy—// (t,z,y)f(y )dtdy—Em/OTDf(Xt)dt

which suggests that Gp may be interpreted as the occupation time density of X; up to the first
exit time 7p. In particular, for f = 1 we obtain Gp[1](z) = E;7p. The question whether Gp
is well defined (that is: finite) is a non-trivial task itself and, in general, it depends on both the
process X and the domain D. It is clear, however, that the sufficient conditions are transience
of X or boundedness of D — in such case, the claim follows from Pruitt’s estimates.

Recall that by the strong Markov property, for any ¢ > 0, z,y € Rand B C D,

P(x,y) = pP(z,y) + Eu[rp < t;pP 1 (Xrp,y)]-

Thus, integrating the above equality against dt yields
GD(xay) = GB(.%,y) +Ea€GD(XTB7y)7 T,y € R. (2215)

Moreover, by integration of the identity (2.2.13) with respect to time, for any A > 0 the following
Hunt formula (or the sweeping formula) for the A-Green function holds true:

Gh(@,y) = UNa,y) = By eV PUNXryy) |, 2y e R (2.2.16)
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If U is well defined (that is: finite) ,then the equality above is valid also for A = 0. If this is not
the case, then in some cases the aforementioned compensated potential kernel may be inserted
in place of infinite U, the example here being Theorem A.4 from Grzywny, Kassmann and the
author [36].

We say that a function f is reqular harmonic (with respect to X;) in an open set D if it has
the mean value property in D, i.e.

f(z) =E,f(X;,), z€D. (2.2.17)

Here we assume that the integral on the right-hand side is absolutely convergent. If (2.2.17)
holds for every bounded open set B such that B C D, then f is harmonic in D. For instance,
(2.2.15) implies that for every y € D the function  — Gp(z,y) is harmonic in D \ {y} and
regular harmonic in every open set B such that B C D\ {y}. By the strong Markov property
every regular harmonic function is harmonic.

We note that such notion of harmonicity is in line with the classical formulation of the mean
value property for the Laplace operator, cf. [25, Theorems 1.9 and 1.24] in the multi-dimensional
case. Recall that the process X corresponding to A is in fact a Brownian motion. Thus, if we
take B = B(x,r), then, due to continuity of sample paths and rotational invariance, we conclude
that the distribution of X, under P, is uniform on a sphere 0B(z,r). This property stays in
stark contrast with any X with a non-zero non-local part, where, due the presence of jumps,
the support of X, is in general the whole D¢. The distribution of X, is called the harmonic
measure and is denoted by Pp(z, -), i.e. for any Borel A C R,

Pp(z,A) = Py(X,, € A).

The distribution of the first exit time is a delicate matter and we comment on it right now.
To this end, let us evoke the celebrated Ikeda-Watanabe formula for a joint distribution of (7p,
Xr,—, X;,) restricted to the event {rp < 0o, X;,— # X, }, ie.

Py,(rp €I, X,,— € A, X;, € B) = // / PP (u, z, dy) v(dz) du. (2.2.18)
I1J/B—yJA

The result is due to Ikeda and Watanabe [50]; see also Bogdan, Rosinski, Serafin and Woj-
ciechowski [13, Section 4.2 and equation (4.13)] for a neat derivation of (2.2.18) via the so-called
Lévy system formula. In particular, if we restrict ourselves to the case when the Lévy measure is
absolutely continuous with respect to the Lebesgue measure, then taking I = (0,00) and A = D
yields

P, (mp < 00, X7p— # Xrp, X7 € B) = /B/DGD(x,y)V(z —y)dydz.

Then it follows that the function
Pp(z,z) = / Gp(x,y)v(y—2)dy, x € D,z¢€ D, (2.2.19)
D

is the density of the distribution of X;, restricted to the event that X exits D by a jump.
Pp(z, -) is called the Poisson kernel, again in analogy to the classical case. The identities
(2.2.18) and (2.2.19) are both referred to as the Ikeda-Watanabe formula and although it should
be clear from the setting which one is applied at the moment, for the sake of clarity we will
provide both the name and the number. To summarise, in general, the harmonic measure may
contain a singular part on 9D and has a density Pp(z, z) on D¢ which corresponds to a discontin-
uous exit from D. A natural question arises in which situations the identity P, (X,, € D) =0
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holds true for all x € D. This is, however, beyond the scope of this dissertation; therefore, let
us only note one vital example of Lipschitz sets which was stated by Millar [72] and clarified
by Sztonyk [99]. A more general geometric condition is given by means of the so-called volume
density condition by Wu [104] or in the Appendix of Bogdan, Grzywny, Pietruska-Paluba and
Rutkowski [9].

Let us now introduce one more powerful tool in the potential theory. First, we say that the
Harnack inequality holds for X; if for any 0 < r < R there is a constant Cyyr = Cg(d, r, R) such
that for every function f which is non-negative in R% and harmonic in Bp,

sup f(z) < Cq inf f(z). (2.2.20)
r€B, z€B

The Harnack inequality is said to be scale invariant if the dependence on r is in fact expressed
by the ratio r/R; in such case, the usual choice is r = R/2. If further Cyy does not depend on
R, then the Harnack inequality is global scale invariant.

The nature of the inequality (2.2.20) is local in the sense that it describes the behaviour
of harmonic functions on subsets of Br which are separated from the boundary by a positive
number. In particular, as r — R™, one should expect the constant Cy to explode. The history
of Harnack inequalities dates back to the end of XIX century to the work of Harnack [44] and
since then they have been intensively studied and exploited in various applications. We refer
here to the excellent survey article by Kassmann [57] which covers the historical summary as
well as a review of classical results. Note here one crucial difference with the non-local case: here
the harmonic function f, due to the non-locality of the underlying operator, is required to be
non-negative on the whole R instead of only on Bg. For the visualisation of contrast between
local and non-local setting, one may consult Bass and Levin [3]. Since the appearance of that
paper numerous generalisations have been obtained, see e.g. Grzywny and Ryznar [40]. Some
contribution to this subject is given in Chapter 5. Among its many consequences one should list
a classical application to local Holder regularity of harmonic function, c.f. [3] and Mimica [74],
or an easy corollary about the estimates of the derivative of the renewal function for the ladder
height process (defined later in the chapter), which in turn entail estimates of the density of
the distribution of the supremum process, see Chaumont and Matlecki [18]. Another application
is provided in Chapter 5 where (2.2.20) is applied to deduce certain boundary behaviour of
harmonic function, which eventually implies estimates of the first hitting time of points and
intervals.

For the sake of completeness, we note that the phenomena that occur near the boundary of
D are captured by the so-called boundary Harnack inequality. In short, it states that harmonic
functions decay at the same rate or, in other words, that their ratio has bounded oscillation
close to the boundary. Perhaps the most general setting of the boundary Harnack inequality for
jump processes is provided by Bogdan, Kumagai and Kwagsnicki [12], and we refer to this article
for further development.

2.2.3 Elements of fluctuation theory

In this subsection we impose the following integral condition:

Such condition implies that Ret) is unbounded, hence it must not be a characteristic function
of a compound Poisson process and consequently, Re(§) > 0 for £ # 0. First, observe that
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(2.2.21) implies that X is of unbounded variation. Indeed, suppose the converse; then X can
be depicted as a difference of two independent subordinators. It follows that Re has at most
linear growth and hence,

/0 1+ Rep(€)

which is a contradiction.

Next, given a closed set B C R?, we say that a point € R is regular for B if P, (Tp=0)=1.
If B = {x}, then we say that z is regular for itself, which is equivalent to saying that 0 is regular
for itself. Now, (2.2.21) together with Bretagnolle [16, Theoreme 7 and 8] imply that 0 is regular
for itself, i.e. P°(Ty = 0) = 1. This, in turn, combined with Kesten [58, Theorem 1], yields that
P, (Ty < 00) = 1, that is our process hits 0 almost surely in finite time. Furthermore, by (2.2.21)
together with Rogozin [91], we have that

lim sup X =00 a.s. and liminf& = —00 a.s. (2.2.22)
t—0+ t—0t
In particular, it follows that 0 is regular for half-lines (—o0,0) and (0, 00). Also, (2.2.22) imme-
diately implies that P(inf{t > 0: X; # 0} = 0) = 1, that is 0 is an instantaneous point.
With these preliminary results at hand, let us consider a reflected process S — X, where
St = supy<«; Xs5. Observe that the zero set of the reflected process coincides with the set of
points of new maxima of X. By L = (L;: t > 0) we denote the local time at 0 for the process
S — X, that is an increasing and continuous process which increases precisely on the closure of
the zero set of S — X (or equivalently, increases only on the closure of the set of new maxima
of X). The problem of defining and constructing local times is highly non-trivial and is beyond
the scope of this short introduction. They will not be, however, objects of our analysis and we
introduce them only to formally define other objects of fluctuation theory. Therefore, we restrict
ourselves here to referring to [4, Chapter IV] and Kyprianou [68, Chapter 6] for a comprehensive
study. Let us only provide one example where the local time at 0 can be easily defined as a
functional of X. Namely, if X; is spectrally-negative, then, due to the absence of positive jumps,
we conclude that every new maximum is attained in a continuous way. Thus, we may simply
take Lt = St.
Next, by L~! we denote the right-continuous inverse of L, i.e. L; ' = inf{s > 0: L(s) > t}.
It follows directly from the definition that L~' recovers times when new maxima occur and
is therefore called the ascending time ladder process. Now define H = (H;: t > 0) by setting
H, =S5 L= X Lt whenever L; ! < 00 and H; = 0o otherwise. Consequently, H recovers values

of maxima and is by analogy called the ascending ladder height process. The pair (L~!, H) is
referred to as the ascending ladder process and its properties are intensively studied in [4, Chapter
VIJ.

We may now introduce the renewal function V as a potential measure of the interval [0, z]
for the ascending ladder height process Hy, that is

o0
Vi(x) :/ P(Hs; <x)ds, x>0,
0
with the convention that V(z) = 0 for < 0. Similarly, we let
A~ o0 A~
V(z) :/ P(Hs <x)ds, x>0,
0

and ‘7(33) = 0 for z < 0. Clearly, if X is symmetric, then X = X and consequently V=V.
Directly from definitions of V and V we conclude that both are sub-additive. Moreover, by
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Silverstein [95, Theorem 1 and 2], V and V' are harmonic on (0,00) and V and V' are coharmonic
on (0,00). In fact, also from [95], we have that both V/ and V' are positive on (0, 00), hence
both V and V are actually strictly increasing on (0,00). We also note that using monotonicity
and sub-additivity of V' and 17, for any A > 1 and any r > 0,

V() <2AV(z) and  V(Az) < 2AV(z).

Eventually let us mention that there is a neat connection provided by [4, Theorem VI.20] between
renewal functions and Green function for the half line. Namely,

G (0,00) (T, ) = /0 VW)V (y—z+u)du, y>z>0. (2.2.23)

2.3 Regular variation and weak scaling properties

This section is devoted to notions of regular variation and scaling properties as well as their
consequences. Especially the latter is nowadays a standard assumption in the literature imposed
either on the Lévy density or on (the real part of) the characteristic exponent. For this reason,
we are content here with merely a proper introduction and postpone putting it in context to
appropriate chapters. For the sake of completeness let us also remark that the concept of regular
variation in all its glory is presented in Bingham, Goldie and Teugels [5], and we will refer to it
whenever possible.

We say that a function f: [0,00) — [0, 00) is regularly varying at infinity with index o € R
if for every A > 1,

L 0D o

a0 f(z)

In this case, we write shortly f € RS°. Analogously, f is reqularly varying at the origin with
index a € R if for every A > 1,
f00) .

xz—07t ‘f(x)

)

and then we write f € RY. If a = 0, then f is said to be slowly varying at infinity (at the
origin). Out of many useful properties of regularly varying functions, we distinguish [5, Theorem
1.5.6] which shall hereinafter be referred to as Potter bounds. Namely, if f is regularly varying
at infinity with index «, then for any C' > 1 and ¢ > 0 there is zy = x¢(C,¢) such that for all

x7y2ixm
a+e a—e
19 <o(2)" ()7)
() x x

For other remarkable results on regularly varying functions we refer the reader to [5] — see e.g.
[5, Proposition 1.5.8 and Theorem 1.6.1] for famous Karamata theorem, [5, Theorem 1.7.1] for
the Karamata tauberian theorem, or [5, Theorem 1.7.2] for the monotone density theorem.

Next, we introduce evidently weaker conditions of lower and upper scaling which will be
frequently used in the dissertation. Namely, we say that f: [0,00) — [0, 00) has the weak lower

scaling property at infinity if there are a € R, ¢ € (0, 1] and z¢ > 0 such that for all A > 1 and
x > X,

fOz) > A f ().

We denote it briefly as f € WLSC(a, ¢, zg). The triple (o, ¢, zg) will be usually referred to as
scalings. Observe that, if « > o/, then WLSC(«, ¢, z9) € WLSC(d/, ¢, z9). If g = 0, then
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we simply write f € WLSC(q, ¢). Similarly, f has the weak upper scaling property if there are
B €R,C>1and xy > 0 such that for all A > 1 and z > =z,

fx) < CNf(a).

In this case we write f € WUSC(5, ¢, zp). If 29 = 0, then we denote it as f € WUSC(g, C).
We say that a function f: [0,00) — [0, 00) has a doubling property on (xg, c0) for some z¢ > 0
if there is C > 1 such that for all > xq,

C7'f(x) < f(22) < Cf(a).

Notice that a non-increasing function with the weak lower scaling property has the doubling
property. The same is true for a non-decreasing function with the weak upper scaling property.

Finally, we say that a function f: [0,00) — [0, 00) is almost increasing on (zg,00) for some
xo > 0 if there is ¢ € (0, 1] such that for all y > = > x,

cf(x) < f(y).
It is almost decreasing on (zg, 00) if there is C' > 1 such that for all y > z > =,
Cf(z) = f(y).
In view of [10, Lemma 11], f € WLSC(q, ¢, zp) if and only if the function
(xg,00) 2 x — a~ *f(x)
is almost increasing. Similarly, f € WUSC(S, C, z¢) if any only if the function
(20,00) 3 x — P f()

is almost decreasing.



Chapter 3

Transition densities of subordinators
of positive order

3.1 Introduction

From this moment on we assume that d = 1. The material of this chapter is taken from the
preprint by Grzywny, the author and Trojan [38].

Let T = (T;: t > 0) be a subordinator with the Laplace exponent ¢. Let us first provide
the historical background and define a proper context of our research. As aforementioned in
Chapter 2, the abstract introduction of the subordination dates back to 1950s and is due to
Bochner [8] and Philips [81]. In the language of the semigroup theory, for a Bernstein function ¢
and a bounded Cy-semigroup (e*tA: t > 0) with —A being its generator on some Banach space
2, via Bochner integral one can define an operator B = ¢(.A) such that —B also generates a
bounded Cy-semigroup (e=*: ¢ > 0) on 2. The semigroup (e~*5: ¢ > 0) is then said to be
subordinated to (e7*: t > 0), and although it may be very different from the original one, its
properties clearly follow from properties of both the parent semigroup and the involved Bernstein
function. See for example Gomilko and Tomilov [32] and the references therein.

From probabilistic point of view, due to positivity and monotonicity, subordinators natu-
rally appear as a random time change functions of Lévy processes, or more generally, Markov
processes. Namely, if (X;: ¢t > 0) is a Markov process and (73: ¢t > 0) is an independent subor-
dinator, then Y; = X7, is again a Markov process with a transition function given by

P,(Y; € A) = / P, (X, € A)P(T; € ds).
[0,00)

The procedure just described is called a subordination of a Markov process and can be interpreted
as a probabilistic form of the equality B = ¢(A). Here A and B are (minus) generators of
semigroups associated to processes X; and Y;, respectively. From analytical point of view,
the transition density of Y; (the integral kernel of e~*5) can be obtained as a time average of
transition density of X; with respect to the distribution of T;. In particular, by taking A = —A
and changing the time of (that is: subordinating) a Brownian motion, one can obtain a large
class of subordinated Brownian motions. A principal example here is an a-stable subordinator
with the Laplace exponent ¢(\) = A\¥, a € (0,1), which gives rise to the symmetric, rotation-
invariant a-stable process and corresponds to the special case of fractional powers of semigroup
(e‘ma: t > 0). For this reason, distributional properties of subordinators were often studied
with reference to heat kernel estimates of subordinated Brownian motions, see e.g. Kim and
Mimica [60] and the references therein.

19
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Our intention in this chapter is to concentrate on the subordinator itself rather than on
its time-change applications and to obtain asymptotic behaviour as well as upper and lower
estimates of its transition density in a possibly wide generality. For the stable case we refer
the reader to Hawkes [46], where the author investigates the growth of sample paths of a stable
subordinator and obtains the asymptotic behaviour of its distribution function as well as its
density. The former result on the growth of 7; was later extended by Fristedt and Pruitt [30].
The latter, i.e. tail probability estimates for subordinators and non-decreasing random walks,
were considered by Jain and Pruitt in [54]. In a more general setting some related results were
obtained e.g. by Iksanov, Kabluchko and Marynych [51], Picard [82], or Vaudeva and Divanji
[102]. Some new examples of families of subordinators with explicit transition densities were
given by Burridge, Kuznetsov and Kwasnicki [17]. A result more related to our contribution is
the work of Fahrenwaldt [29], where the author derives explicit approximate expressions for the
transition density. However, the assumptions imposed are rather restrictive in the sense that
subordinators which are admissible in [29] are approximately stable.

The generality level we propose is expressed by scaling conditions. Our standing assumption
in this chapter is the weak lower scaling property imposed on the (minus) second derivative of
the Laplace exponent —¢”. The first result provides the asymptotic behaviour of the transition
density. Note that in view of Proposition A.1.8 we may conclude that the Hartman-Wintner
condition (HW) is satisfied and consequently, the probability distribution of 7} has a density

p(t, )

Theorem 3.1.1. Let T be a subordinator with the Laplace exponent ¢. Suppose that
—¢" € WLSC(a — 2,¢,x0) for some ¢ € (0,1], 29 > 0, and a > 0. Then for each ¢ > 0
there is My > 0 such that

(0,0 () y 200 () exp {1 0() — wo/(w)} ~ 1] < e,

provided that w > xo and tw?(—¢" (w)) > Mj.

We note that due to the scaling property of —¢” we have that the function w + w? (—¢" (w))
is almost increasing and tends to infinity as w — oo; therefore, for fixed ¢t > 0 the admissible set
of w is in fact a certain right half-line.

The result above yields a following approximation of the transition density which is valid on
certain appropriate region:

1
p(t,x) ~ m exp{ — t(p(w) — wd)/(w)) },
where w = (¢')7(z/t). The identity above is displayed by Corollaries 3.3.4 and 3.3.6. In
particular, we see the estimate above is genuinely sharp, i.e. the constants appearing in the
exponential factors are the same on both sides of the estimate.

The proof of the result above is provided in Section 3.3. Theorem 3.1.1 is essential for the
whole chapter because it provides the asymptotic behaviour of the transition density which
is later used in derivation of upper and lower estimates. The key argument in the proof is
the lower estimate of the holomorphic extension of the Laplace exponent ¢ (see Lemma 3.3.1)
which justifies the inversion of the Laplace transform and allows us to perform the saddle point
type approximation. We note that the only assumption is the weak lower scaling property on
the second derivative of the Laplace exponent. In particular, we do not assume the absolute
continuity of the Lévy measure v. Observe also that the asymptotics are valid in some region
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described by means of both space and time variable. By freezing one of them, we obtain as
corollaries the results similar to [29], see e.g. Corollary 3.3.5.

Next, in Section 3.4, we apply Theorem 3.1.1 in order to obtain various upper and lower
estimates of the transition density. A perhaps striking remark here is that we do not state
our assumptions and results by means of the Laplace exponent ¢ but by means of its second
derivative and a related function ®(x) = 2*(—¢"(x)) (see Theorems 3.1.1, 3.4.3 and 3.4.4). Tt
may seem surprising at first sight, but it is in fact in line with estimates of general Lévy processes.
Namely, usually the transition density of a Lévy process is described by the generalized inverse
of the real part of the characteristic exponent 1)~! (see e.g. Grzywny and Szczypkowski [43] or
Knopova and Kulik [63]). It turns out that in our setting one can show (see Proposition A.1.5)
that the lower scaling property implies that ®~1 ~ ~! for x sufficiently large. We note also
that in some cases ® may be significantly different from the Laplace exponent ¢, the example
here being ¢ regularly varying at infinity with the scaling index o = 1. However, if one assumes
additional upper scaling condition with scaling parameter 5 — 2 for 5 strictly between 0 and 1,
then by virtue of Proposition 3.4.2 these two objects are comparable. We should also note here
that although our starting point and the main object to work with is the Laplace exponent ¢,
in many cases the primary object is either the real part of the characteristic exponent or the
Lévy measure v; in such case results are often presented by means of or require its tail decay.
Therefore, it would be convenient to have a connection between these objects and this problem
is addressed in Appendix A through Propositions A.1.8 and A.1.9, where we prove that scaling
property of Re or the tail of the Lévy measure v indeed implies the scaling property of —¢”.

Main results concerning upper and lower estimates are covered by Theorems 3.4.4, 3.4.7
and 3.4.10. They are afterwards merged together with Theorem 3.1.1 in Theorem 3.4.13, which
provides sharp two-sided estimate of the transition density under both lower and upper scaling
conditions with 0 < a < 8 < 1. Below we present its special case where the imposed scalings
are assumed to be global. We note that a similar result to Theorem 3.1.2 under more restrictive
assumptions appeared in Chen, Kim, Kumagai and Wang [23]. Their result, however, is not
sharp, i.e. different constants appear in the exponent on both sides of the estimate, while in the
following theorem both constants are equal to 1.

Theorem 3.1.2. Let T be a subordinator with the Laplace exponent ¢.  Suppose that
¢ € WLSC(a,c) N WUSC(B,C) for some ¢ € (0,1], C > 1 and 0 < a < < 1. We also
assume that the Lévy measure v has an almost decreasing density v(x). Then for all t € (0, 00)
and x > 0,

p(t, ) ~ (t(— ¢~(w)))71/2 exp {—t(p(w) —we/ (w))}, if0 <z (1/t)
) tep(1/2), if 1<z 1 (1)),

where w = (¢') "1 (x/t).

IN

1

)

Two possible applications of main results of this chapter are presented in Section 3.5. The first
one addresses the problem of subordination beyond the classical R¢ setting through Examples
3.5.2 and 3.5.3. In the second we concentrate on global two-sided estimate of the Green function
of T. Namely, under the assumption of Theorem 3.1.2, we prove that for all z > 0,

1
Ulr)  ————.
D o1/
We refer the reader to Theorem 3.5.8 for a precise formulation. We note in passing that this
result refines estimates obtained by Kim, Song and Vondracek [62] and extends the class of

admissible subordinators.
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Finally, we also remark that the main results of this chapter hold true when —¢” is a function
regularly varying at infinity with regularity index o« — 2, where o > 0. This follows easily by
Potter bounds for regularly varying functions, which immediately imply both lower and upper
scaling properties. Moreover, if additionally a < 1, then, by Karamata’s theorem and monotone
density theorem, regular variation of —¢” with index o — 2 is equivalent to regular variation
of ¢ with index a. However, the situation is a bit different in the case & = 1. Namely, by [5,
Proposition 1.5.9b], the regular variation of —¢"” still yields the slow variation of —¢' and the
application of Karamata’s theorem implies regular variation of ¢. However, the other direction
in general does not hold, since then the monotone density theorem yields a void conclusion.

3.2 Bernstein functions

In this section we recall some basic facts about Bernstein functions and derive a number of
preliminary results concerning the Laplace exponent ¢. Roughly speaking, our goal here is
to prove that scaling properties are preserved by differentiation and integration of ¢ and its
derivatives. These properties often will be assumed later in this chapter and such approach seems
to be natural, at least in the sense that they are rather standard in the theory of the subordinated
Brownian motion, cf. for instance Kim and Mimica [59, 60]. For an immense overview of
Bernstein functions and their applications, we refer the reader to the book of Schilling, Song
and Vondracek [94].

Let us first recall a definition. A function f: (0,00) — [0, 00) is completely monotone if it is
smooth and

(-1)"f™ >0

for all n € Ny. Next, a function ¢ is called a Bernstein function if it is a non-negative smooth
function such that ¢’ is completely monotone.

Let ¢ be a Bernstein function. By [94, Theorem 3.2], there are two non-negative numbers a
and b, and a Radon measure p on (0, 00) satisfying

/(O,oo)(l A s) p(ds) < oo,

and such that
d(\) = a + bA + (1—e™) pu(ds), A>0. (3.2.1)
(0,00)
A Bernstein function ¢ is called complete if the measure u has a completely monotone density
with respect to Lebesgue measure. Note that from the representation above we immediately
obtain that

&\ =b+ o )se_’\s,u(ds), A >0,

and
—¢"(\) = / s2e™ u(ds), A >0.
(0,00)

In particular, we see that ¢ and —¢” are strictly positive on (0, 00), provided that the measure
@ is non-zero or in other words, ¢ is not linear. In view of [52, Lemma 3.9.34], for all n € N we

have et
(_Z)'A%(n)(k) <o), A>0. (3.2.2)
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Since ¢ is concave, for each A > 1 and z > 0 we have

¢(Ar) < ¢'(z)(A = D)z + ¢(),

thus, by (3.2.2),
d(Ax) < Ao(x). (3.2.3)

We start with a preliminary result concerning completely monotone functions.

Proposition 3.2.1. Let f be a completely monotone function. Suppose that f has a doubling
property on (xg,00) for some xo > 0. Then there is C > 0 such that for all x > x,

f(z) = Ca|f'(z)].
Proof. Without loss of generality we may assume that f #Z 0. Clearly,
f@) = S/ = [ )ds < jof @)
Since f is completely monotone, it is a positive function and
f(x/2) = 32| f'(2)],
which together with the doubling property, gives
f(z) = Cz|f'(z)]

for x > 2xy. Hence, we obtain our assertion in the case xg = 0. If 2y > 0, then we observe that
the function

z|f'(z)]
[0, 220] 2 x —
f(z)
is continuous and positive, thus bounded. This completes the proof. ]
Proposition 3.2.2. Let f be a completely monotone function. Suppose  that

—f" € WLSC(1,¢,xg) for some ¢ € (0,1], zo > 0 and 7 < —1. Then f € WLSC(1 + 7, ¢, z9).
Analogously, if —f' € WUSC(r,C,xzg) for some C > 1, xg > 0 and 7 < —1, then
(f = f(o0)) € WUSC(r, C, x0).

Proof. Let A > 1. For y > x > x(, we have

FO) — FOw) = — [ f(s)ds = - / " F(s)ds > —eAltT / " P(s)ds = eXFT(f(2) - F(w)),

A\x

thus
fOx) > AT f(2) + fF(Ay) — AT F(y).

Since f is non-negative and non-increasing, we can take y approaching infinity to get
1+ _ 1+7\ 15
FOx) 2 AT f(@) + (L= eA™) lim f(y)
> AT f(2),

where in the last inequality we have also used that 1 > ¢A'*7. The second part of the proposition
can be proved in much the same way. O
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Proposition 3.2.3. Let ¢ be a Bernstein function with ¢(0) = 0. Then ¢ € WLSC(«, ¢, zg) for
some ¢ € (0,1], zop > 0, and o > 0 if and only if ¢ € WLSC(a — 1, ¢, z¢) for some ¢ € (0,1].
Furthermore, if $ € WLSC(«, ¢, zg), then there is C > 1 such that for all x > x,

z¢'(z) < ¢(z) < Cag(z). (3.2.4)

Proof. Suppose first that ¢’ € WLSC(a — 1,¢,z0). Without loss of generality we may assume
that ¢’ # 0. We claim that (3.2.4) holds true. In view of (3.2.2), it is enough to show that there
is C' > 1 such that for all x > xg,

¢(z) < Cz¢/(x).

First, let us observe that, by the weak lower scaling property of ¢/,

o(a) = dla0) = [ d(s)ds < (a) |

o T

' (s/x)fHa ds < —x¢/ (). (3.2.5)

x
0 ca

Thus we get the assertion in the case zg = 0. If g > 0, then it is enough to show that there is
C > 0 such that for all x > xq,
z¢/(z) > C. (3.2.6)

Since ¢/ € WLSC(« — 1, ¢, xp), the function

(0,00) D & — z¢/(x)
is almost increasing. Hence, for x > 2xg we have

x¢/ () > 2x0¢ (220).

To conclude (3.2.6), we notice that ¢'(x) is positive and continuous in [xg, 22¢]. Now, by (3.2.6),
we get
z¢'(x) > C(x)
for all x > x(, which, together with (3.2.5), implies (3.2.4) and the scaling property of ¢ follows.
Now assume that ¢ € WLSC(a, ¢, z9). By monotonicity of ¢, for 0 < s < ¢,

bltz) — §(sa) _ a(t — $)¢/(s2)
oz) T o)
For s = 1, by the lower scaling, we get
z(t —1)¢'(z) _ ¢(tx)
¢(x) ¢(x)
for all z > zg. Thus, for t = 21/%c~1/® we obtain that z¢'(z) > ¢(z) for all > z(. Invoking

(3.2.2), we conclude (3.2.4). In particular, ¢ has the weak lower scaling property. This completes
the proof. O

—1>ct* -1

>

The next proposition provides the control of ¢’ by its derivative —¢”. Observe that the
reverse inequality under the assumption of the weak lower scaling property of —¢” follows by
Propositions 3.2.2 and 3.2.3 together with (3.2.2).

Proposition 3.2.4. Let ¢ be a Bernstein function. Suppose that —¢" € WUSC(8 — 2,C, )
for some C > 1, 29 >0, and 8 < 1. Then for all x > xg,

C

= ﬁx(—qﬁ”(x)) +b.

¢'(x) <
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Proof. Without loss of generality we may assume that ¢” # 0. By the scaling property, for
x > xp we have

P b /°°t<—¢”<t>>dt - C/w (t)‘”% ol
z t z ’

z(—¢"(x)) z (—¢"(x)) x t 1-8
which concludes the proof. O
Remark 3.2.5. Let ¢ be a Bernstein function such that ¢(0) = 0. Suppose that

—¢" € WLSC(a — 2, ¢, x9) for some ¢ € (0,1], zop > 0 and o € (0,1]. Since ¢’ is completely
monotone, by Proposition 3.2.2, ¢’ € WLSC(« — 1,¢,20). Therefore, by Proposition 3.2.3, we
conclude that ¢ € WLSC(a, ¢1, xg) for some ¢; € (0,1].

Remark 3.2.6. As stated in the introduction, our standing assumption in this chapter is the
weak lower scaling property imposed on —¢” with the scaling index o — 2, where o > 0. In
formulations of our result we do not put any upper bound on «, but let us note here that —¢”
is non-increasing and integrable at infinity; thus, we in fact always have o < 1. This simple fact
will be useful in the proof of Theorem 3.1.1.

Proposition 3.2.7. Let f be a completely monotone function. Suppose that
f e WLSC(a — 1,¢,29) NWUSC(8 — 1, C, )
for some c€ (0,1], C>1,20>0and 0 < a < < 1. Then
—f" € WLSC(a — 2,¢/,29) N WUSC(8 — 2,C’, )
for some ¢ € (0,1] and C' > 1.
Proof. By monotonicity of —f/, for 0 < s < t,

—a(t - $)f'(tr) _ f(sz) — f(tx) _ —a(t— ) f(s2)
@) St S @)

Taking s = 1 in the second inequality, the weak upper scaling property yields
_ _ /
2t =D)L S e
f(x) f(x)

for all z > zg. By selecting ¢t > 1 such that ct’~1 < 1, we obtain that z( — f'(z)) 2 f(z)

for x > xo. Similarly, taking ¢ = 1 in the first inequality in (3.2.7), by the weak lower scaling
property we get
—z(1—s)f"(z) _ f(sz)
f(z) f(x)
for all z > x¢/s. By selecting 0 < s < 1 such that s*~! > 2¢, we obtain z( — f/(z)) < f(x) for
x > xg/s. Hence,

(3.2.7)

< —1<e st

fl@) =z (~ f'(x)) (3.2.8)

for all x > z¢/s. Therefore, lower and upper scaling properties follow from (3.2.8) and the
scaling properties of f. This finishes the proof for the case zg = 0. If zg > 0, we notice that
both f and —f are positive and continuous, thus at the possible expense of the constants we
get (3.2.8) for all x > xg. O
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Now, by combining Propositions 3.2.3 and 3.2.7, we immediately get the following corollary.
Corollary 3.2.8. Let ¢ be a Bernstein function such that ¢(0) = 0. Suppose that
¢ € WLSC(a, ¢, zg) N WUSC(8, C, xp)
for some ce (0,1], C>1,20>0and 0 < a < < 1. Then
—¢" € WLSC(a — 2, ¢, 29) N WUSC(8 — 2,C", x0)
for some ¢ € (0,1] and C" > 1.

The last result of this section states that there is a complete Bernstein function 5 which is
similar to ¢ in a sense that both the functions 5 and ¢ as well as their (minus) second derivatives
are comparable. This feature shall be handy in deriving Green function estimates in Section
3.5 (see the proof of Claim 3.5;5), where Lemma 3.2.9 will be used to prove a tricky estimate
by shifting the problem onto ¢ and then applying some results which are already known for
complete Bernstein functions.

Lemma 3.2.9. Let ¢ be a Bernstein function. Suppose that —¢” € WLSC(«a -2, xo) for some
ce(0,1], g > 0, and a > 0. Then there exists a complete Bernstein function ¢ such that ¢ ~ ¢
for x>0, and —¢" ~ —¢" for x > xg.

Proof. Let us define
As

H(\) = a + b\
o) =a+ +(o,oo))\s—l—l

p(ds).
By [94, Theorem 6.2 (vi)] the function ¢ is a complete Bernstein function. Since, for y > 0,

Y -
—— =~ ((1—-e"
y+1 ( € )’

we get ¢(A) & ¢(\). Moreover,
2

).

v A) = —2 e
N (0,00) (As+1

Now, observe that, by Corollary A.1.2,

2
S —
/m Uy D 1) 1(09) S AR QAN % =6"(0), - A > o,

with the implied constant independent of A\. Moreover, by Proposition A.1.3, we clearly have

52
/(m o s+ 17 pu(ds) SAT2u((1/X1,00)) SATZR(1/A) SAT2EK(1/N), A > o,

with the implied constant independent of A. Hence, due to Corollary A.1.2, we obtain
—¢"(A) = —¢"(N) for \ > xy. O
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3.3 Asymptotic behaviour of densities

As stated in the introduction of this chapter, we let T = (T;: t > 0) be a subordinator with
the Laplace exponent ¢ with a = 0, c¢f. (3.2.1). We note in passing that a > 0 corresponds to
the subordinator killed at an independent exponential time with parameter a, cf. [94, Chapter
5]. Recall that we adopt here a different form of the Lévy-Khintchine representation of T, cf.
(2.2.1) and (2.2.8):

(&) = —ikb — / (e — 1) v(dx)
(000) (3.3.1)
— ity /( - (€67 — 1 — i€alyey) v(dz)

with b = y— [ @ v(dz). Since ¢ is a Bernstein function, it also admits the integral representation
(3.2.1). As it may be easily checked (see e.g. [94, Proposition 3.6]), we have 4 = v, a = 0, and

P(§) = ¢(—i€). In particular, ¢(0) = 0.

In this section we study the asymptotic behaviour of the probability density of 7;. In the
whole section we assume that ¢” # 0, otherwise T; = bt is deterministic. The main result of this
section is Theorem 3.1.1 formulated in the introduction of this chapter and proven at the end
of the present section. Let us start by showing an estimate of the real part of the holomorphic
extension of ¢.

Lemma 3.3.1. Suppose that —¢" € WLSC(« — 2, ¢, ) for some ¢ € (0,1], zg > 0, and a > 0.
Then there exists C > 0 such that for all w > xg and A € R,

Re (¢(w + i) — d(w)) = CN*( = ¢"(|]A| V w)).
Proof. By the integral representation (3.2.1), for A € R we have
Re (¢(w + i\) — d(w)) = / (1 — cos(As))e™* v(ds).
(0,00)
In particular,

Re (¢(w + i) — 6(w)) = Re (¢(w — i) — ¢(w)).

Thus, it is sufficient to consider A > 0. We can estimate

Re (6w + iX) - ¢(w)) > [

o1 (1 —cos(As))e ™ v(ds) 2, )\2/ s2e™WSy(ds).  (3.3.2)

(0,1/X)

Due to Lemma A.1.1 we obtain, for A > w,

Re (¢(w +i\) — ¢(w)) = A2 /( . 2 u(ds) > N(=d" (V).

If w> A >0, then by (3.3.2) we have

Re (6(w+id) — o) 2 X [ semvopds) > N [ su(ds),
(0,1/w) (0.1/1)

which, by Lemma A.1.1, completes the proof. O
Proof of Theorem 3.1.1. Let x = t¢'(w) and M > 0. We first show that

o—10(x/1,0)

p(t,x) = % T Rexp{ t(@(?,W) @(f,o))}du, (3.3.3)
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provided that w > xg and tw?(—¢"(w)) > M, where for A € R we have set
O(x/t,\) = p(w +i)) — %(w M. (3.3.4)

To do so, let us recall that
E(e ) = N A >0.

Thus, by the Mellin’s inversion formula (see e.g. [27, Chapter 3]), if the limit

1 w—+iL
lim — / e tNTAT g\ exists, (3.3.5)
L—o0 271 Jw—il

then the probability density p(t, - ) of T} satisfies

1 w+iL
p(t,z) = lim —/ e toFAT g\
L—o00 2Tt Jyw—iL

Therefore, our task is to justify the statement (3.3.5). For L > 0 we write

Y N Lob e
7/ et H""”d)\:—/ etOW@/tA) g,
270 Jw—iL 27 J_L

By the change of variables

u
Qe o)
we obtain
L L
/ e 1OE/A) g\ = 1O/10) / exp { —t(0(z/t,A) - ©(2/t,0)) } dx
- e—t@(x/t,())_

Ly/t(=¢" (w)) T U -
Loy {0 G- vzir) -0 (5) o

We claim that there is C' > 0 not depending on M, such that for all u € R,

tRe <@<f, \/t(—:;w> - @(f,o)) > C(u? A (Ju]*M—/2)), (3.3.6)

provided that w > xg and tw?(—¢"(w)) > M. Recall that in view of Remark 3.2.6 we have
a < 1. Indeed, by (3.3.4) and Lemma 3.3.1, for w > x( we get

/Re (@(f,\/t(_zlw)—@(f,o))z o ( ) e

We next estimate the right-hand side of (3.3.7). If |u| < w+/t(—¢"(w)), then

2
|ul |l

¢”(w)¢//< (=9 (w)) Vw) = [uf?.
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Otherwise, since —¢"” € WLSC(« — 2, ¢, (), we obtain

>, Ju| 2 Ju| e
s (o V) 2 (V)
= cluf® (tw?(~¢/'(w)))
> CMl—a/2|u|a.

Hence, we deduce (3.3.6). To finish the proof of (3.3.5), we invoke the dominated convergence
theorem. Consequently, by Mellin’s inversion formula we obtain (3.3.3).
Our next task is to show that for each ¢ > 0 there is My > 0 such that

fon{ (o ) -0 (30) o [

provided that w > x¢ and tw?(—¢"(w)) > My. In view of (3.3.6), by taking My > 1 sufficiently
large, we get

e ) o)}

<e, (3.3.8)

< / e Clul® gy < g,
ul>M,"*

(3.3.9)
and
1,2
/|u|>M1/4e 2" du < e. (3.3.10)
=My
Next, we claim that there is C' > 0 such that
z u x 1, 9 3. —1
tOl—-,—m— | —-06(-,0)) —= < Clul"M, 2. 3.3.11
’ (o t(—¢"<w))) (5:0)) - gt < et (3341
Indeed, since
8@(‘?,0) =0,
by the Taylor formula, we get
x u x 1 2 1,9 (x ) |ul? 1 9
tHO|l—-y————)—-90(-,0]]—= =|=050( — - =
’( (t’\/t(—qb”(w))) (t’ >> 2 07 —¢"(w) 3
uf? (3.3.12)
U
- ¢ (w+i€) — ¢'(w)].
where £ is some number satisfying
€l < [u (3.3.13)

ViH(=¢"(w))

Observe that

6w+ i€) — " ()] < [

s%e"S|em ™ — 1| v(ds) < 2|¢| / sPe S u(ds) = 2|€|¢" (w).
(0,00) (0,00)

Note that —¢” is a non-increasing function with the weak lower scaling property, hence it is
doubling. Since it is also completely monotone, by Proposition 3.2.1, for w > xq,

—¢"(w) 2w (w),
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which together with (3.3.13) give

< OM; *ul (—¢" (w)), (3.3.14)

W —g'w)

(=¢"(w))  w

whenever tw?(—¢"(w)) > My. Now, (3.3.11) easily follows by (3.3.14) and (3.3.12).
Finally, since for any z € C,

¢ (w+i€) - ' (w)] < O—

]ez — 1| < ]z\e'z‘,

by (3.3.11), we obtain

‘/MSM;/‘* exp{ ) t<@<f’ @) @(?0))} b g

z 2 =31 31,3
<M, ? o exp{ Ll 4 oMy P Y du < e,
ful<n]

provided that Mj is sufficiently large, which, together with (3.3.9) and (3.3.10), completes the
proof of (3.3.8) and the theorem follows. O

Remark 3.3.2. If g = 0, then the constant My in Theorem 3.1.1 depends only on « and c¢. If

xg > 0, it also depends on
L ad)

xe[xogmo] _¢//(x) '
Remark 3.3.3. Let us note here one crucial observation which will be vital for our development
later on. After a close inspection, one may conclude that the only tools needed in the proof of
Theorem 3.1.1 are: the properties of the Laplace exponent ¢ (including in particular the weak
lower scaling property of —¢” but also the integral representation (3.2.1)), Lemma 3.3.1 and
Proposition 3.2.1. Lemma 3.3.1 is also a consequence of scaling property through Lemma A.1.1,
while the application of Proposition 3.2.1 follows by the properties of the Laplace exponent ¢.
This feature suggests that the same method may be applied to other types of one-dimensional
Lévy processes, provided that the Laplace transform exists and its exponent enjoys some regu-
larity properties. A natural candidate would be a class of spectrally one-sided Lévy processes,
since in this case the existence of the Laplace transform follows by an easy argument, see e.g.
Chapter VII of Bertoin [4]. The same remark may be applied for other results of this chapter
as well and will be our main motivation in Chapter 4.

By Theorem 3.1.1, we immediately get the following corollaries. Note that since ¢’ is non-
increasing and limy o, ¢'(\) = b, an additional lower bound on = appears. This observation
agrees with the fact that the support of the distribution of T} is precisely [tb, c0).

Corollary 3.3.4. Suppose that —¢" € WLSC(a — 2,¢,x0) for some ¢ € (0,1], xg > 0, and
a > 0. Then there is My > 0 such that

1

W exp{ - t(¢(w) - wqﬁ’(w)) }7

p(t,z) =
uniformly on the set
{(t,x) ERy xR: th <z < td/(zf) and tw*(—¢" (w)) > M[)}

where w = (¢') " (x/t).
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Corollary 3.3.5. Suppose that —¢" € WLSC(a — 2,¢,x¢) for some ¢ € (0,1], zo > 0, and
a > 0. Assume also that b =0. Then for any x > 0,

lim p(t,2)y/t(~¢ (w)) exp {t(6(w) — we'(w)) } = (27) 712,
where w = (¢')~(x/t).

By imposing on —¢” an additional condition of the weak upper scaling, we can further
simplify the description of the set where the sharp estimates of p(¢, ) hold.

Corollary 3.3.6. Suppose that $ € WLSC(«, ¢, zg)"WUSC(S, C, x¢) for some c € (0,1], C > 1,
29 >0, and 0 < o < B < 1. Assume also that b= 0. Then there is § > 0 such that

1 /
p(t,x) ~ Naemdo) exp{ — t(p(w) — we (w))},
uniformly on the set
{(t2) € Ry xR: 0 <267 (1/1) <6, and 0 < t(wo) < 1} (3.3.15)

where w = (¢')~(x/t).

Proof. By Proposition 3.2.3, there is C7; > 1 such that for all u > xg,
$(u) < Crug'(u),

thus, for (t,x) belonging to the set (3.3.15),

v_s 1 0@ (1/1)

¢ <im0 e
By Proposition 3.2.3, ¢’ € WLSC(—1 + a, ¢, zg), hence for all D > 1,
¢ (D1 (1/1)) = D™ (97 (1/1)).
By taking ¢ sufficiently small, we get
1
c \T-a
D=|— >1
<015) -

7 <9(Ds7M /1),

< 164 (¢ 1 (1/1)). (3.3.16)

thus, by (3.3.16), we obtain

which implies that
w = (¢') " (z/t) > Do~ (1/t). (3.3.17)

In particular, w > xy. On the other hand, by Propositions 3.2.3 and 3.2.4, there is ¢; € (0, 1]
such that

tw?(—¢" (w)) > ertd(w).
By Remark 3.2.5, ¢ € WLSC(a, ¢2, ) for some co € (0,1]. Therefore,

o dw) e
)= Sy = 2(¢—1<1/t>> ’

which together with (3.3.17), gives
tw(—¢"(w)) 2§ Ta > My

for § sufficiently small. Hence, by Corollary 3.3.4, we conclude the proof. 0
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3.4 Estimates of the density

The aim of this section is to provide upper and lower bounds on the density of T} as well as discuss
the situation when these two coincide. We provide some historical and contemporary references,
but it goes without saying that the literature on the subject is gargantuan and the list below is
far from complete. As usual, the first results in the non-local setting were obtained for isotropic
a-stable process in R? by Polya [84], and Blumenthal and Getoor [6], and provided basis for
studies of more complicated processes, e.g. subordinated Brownian motions (e.g. Mimica [75]
and Song [97]), isotropic unimodal Lévy processes (for instance Bogdan, Grzywny and Ryznar
[10], Cygan, Grzywny and Trojan [26], or Grzywny, Ryznar and Trojan [41]), and even more
general symmetric Markov processes (see Chen, Kim and Kumagai [21] or Chen and Kumagai
[24]). Ome may, among others, list the articles on heat kernel estimates for jump processes
of finite range by Chen, Kim and Kumagai [20] or with lower intensity of higher jumps by
Mimica [73] and Sztonyk [100]. While a great many of articles with explicit results is devoted to
symmetric processes or those which are, in a certain appropriate sense, similar to the symmetric
ones, the non-symmetric case is in general harder to handle due to lack of familiar structure.
This problem was approached in many different ways, see e.g. Bogdan, Sztonyk and Knopova
[14], Knopova and Kulik [63] or Picard [82]. For more specific class of stable processes we refer
the reader to Hiraba [47], Pruitt and Taylor [88], and Watanabe [103]. Overall, one has to
impose some control on the non-symmetry in order to obtain estimates in an easy-to-handle
form. This idea was applied in the recent preprint by Grzywny and Szczypkowski [42], where
the authors considered the case of the Lévy measure being comparable to some unimodal Lévy
measure. The methods developed in [42] and in the article of the same authors [43] were a
inspiration for our results of this section.

Just for the record, we note that we always assume that —¢” € WLSC(« — 2, ¢, z9) for some
c € (0,1], xg > 0, and « € (0, 1]. In particular, by Proposition A.1.8 and the Hartman-Wintner
condition (HW), the probability distribution of 7} has a density p(¢, - ). To express the majorant
on p(t, - ), it is convenient to set

®(x) = 2*(=¢"(x)), =>0.
Obviously, ® € WLSC(a, ¢, zg). Recall that the generalized inverse function ®~! is defined as
& () =sup {r > 0: ®*(r) = z}

where
O*(r) = sup P(x).
0<z<r
We note that a number of useful preliminary results is shifted to Appendix A due to their
versatility and applicability also in Chapter 4. Let us begin with the following observation on
the exponent appearing in Theorem 3.1.1. The claim is rather elementary, but it will be useful
in the proof of the lower bound in Theorem 3.4.7.

Proposition 3.4.1. Suppose that —¢" € WLSC(a — 2, ¢,x¢) for some ¢ € (0,1], 9 > 0, and
a > 0. Then there is C > 0 such that for all z > xg,

(6(x) — 24/ (2)) < CB(a). (3.4.1)
Proof. We have
1 du

(zu)

(6(x) — 26 () — (¢(x0) — 208 (a7)) = /wj‘““)? = o P



3.4. ESTIMATES OF THE DENSITY 33

where

¢(af) = lim ().

CU—)(L‘O

By the weak lower scaling property of ®, for any xg/z < u < 1 we have
D(x) > cu” “P(zu),

thus,
(61a) —2/(2) ~ (D) — 06/ (1)) S B(a) [ w0,

0

which proves (3.4.1) if 9 = 0. For zp > 0 we denote ¢; = ¢(x¢) — 209’ (20) and using the scaling
property of ® we conclude that

-1
cl e 1 {7o\” cic
=—.d < — ] @ < -
= By TS Fig)” (:c) @) < gy 2@
provided that = > zg and the claim follows. O

The next result together with Proposition A.1.5 explain, at least to some extent, the usage
of @ instead of ¢ in estimating the transition density. As already mentioned, by virtue of
Proposition A.1.5 and results by Grzywny and Szczypkowski [42, 43|, we see that the function
®~! specifies not only the magnitude of the supremum of the transition density but also its
localisation. We will prove the analogue for our setting in Theorem 3.4.7, but for now let us
stress once again that, in general, the expected comparability ¢ ~ ®* need not hold and one has
to impose additional upper scaling to obtain such conclusion.

Proposition 3.4.2. Suppose that —¢" € WLSC(a — 2,¢,20) N WUSC(8 — 2,C, xq) for some
€(0,1],C>1,20>0, and 0 < a < 8 < 1. Assume also that b= 0. Then for all x > x,

% (z) ~ ¢(x), (3.4.2)
and for all r > ®(xg),
)~ o7 (r).
Furthermore, there is ¢ € (0,1] such that for all A\ > 1 and r > 1/®(x),

L) > AVBS (). (3.4.3)

Proof. Let us observe that, by (3.2.2), Proposition 3.2.3 and Proposition 3.2.4, there is ¢; € (0, 1]
such that for all x > xg,

20(2) > B(x) > c16(x).

Now the proof of the lemma is similar to the proof of Proposition A.1.5; therefore, it is omitted.
O

3.4.1 Estimates from above

In this section we show the upper estimates of p(t, -). Before embarking on the proof let us
recall that

b, =b+ sv(ds), r>0.
0,r)



34 CHAPTER 3. DENSITIES OF SUBORDINATORS OF POSITIVE ORDER

We observe that in view of (3.3.1) the definition above is in line with the usual one given in
Chapter 2 by (2.2.5). Let us define ¢: [0,00) — [0, o0],

o0 if s =0,
C(s) = ®*(1/s) if0<s<agl,
Ap(1)s) if xg! < s,

where A = ®*(x0)/¢p(z0) € (0,2] by virtue of (3.2.2). We observe that ¢ is positive and A is
taken so that it is also non-increasing.

The next result is a version of upper estimate of the transition density. Its distinctive
feature is the fact that we do not impose any additional assumptions on the Lévy measure,
so, in particular, v is allowed to be singular. Clearly, putting some restrictions on v results
in sharper estimates (see Theorem 3.4.4), but it is interesting that the scaling property sole is
enough to get some information.

Theorem 3.4.3. Let T be a subordinator with the Lévy—Khintchine exponent v and the Laplace
exponent ¢. Suppose that —¢" € WLSC(a — 2,¢,xq9) for some ¢ € (0,1], g > 0 and a > 0.
Then there is C' > 0 such that for allt € (0,1/®(x)) and x € R,

p(tx+ thypmr(1yn ) < COTH(1/8) - min {1,¢¢(|]) )} (3.4.4)
In particular, for all t € (0,1/®(z0)) and x > 2ete’ (v =1(1/t)),
p(t,x +tb) < CO 1(1/t) - min {1,#((x)}. (3.4.5)

Proof. Without loss of generality we can assume b = 0. Indeed, otherwise it is enough to consider
a shifted process T; = T; — tb. Next, let us observe that for any Borel set B C R, we have

v — e=3/9B)y 1 (ds . 4.
(B) < /(6(3)700) (1 ) u(ds) < 6(1/5(B)) (3.4.6)

Furthermore, for §(B) < 1/xz¢, by Proposition A.1.3 and Corollary A.1.2,
v(B) < h(6(B)) < @7(1/6(B)).

Thus, v(B) < ¢(6(B)). We claim that ¢ has doubling property on (0,00). Indeed, since —¢"
is non-increasing function with the weak lower scaling property, it has doubling property on
(20, 00); thus, for 0 < s < x5!,

C(38) 4sT2(=9"(2/5)) S s2(=9"(1/5)) S C(s).

This completes the argument in the case g = 0. If ¢ > 0, then by (3.2.3), for s > Qxal, we
have

((55) = Ap(2/s) < 246(1/s) < 2((s).
Lastly, the function
o*(2x)
o()

[%xo,xo] Sz

is continuous, thus it is bounded.
Next, for s > 0 and = € R,
1 1
sV x| — 5|z > 5s,
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thus, by monotonicity and doubling property of (, we get
C(s VIa| = gl2]) S ¢(s)-
Hence, by (2.2.3) and (A.1.6), for r > 0,

/(r . (s V& — 3a) v(dr) S C(s)h(r) S C(s)e™(1/r). (3.4.7)

Since ¥* has the weak lower scaling property and satisfies (A.1.7), by [43, Proposition 3.4]
together with Proposition A.1.4, there are C' > 0 and ¢; € (0, 0o] such that for all ¢ € (0,¢1),

[ertmer g ag < ot agm)® (3.48)
R

If zp = 0, then t; = co. If t; < 1/®(x0), we can expand the above estimate for t; <t < 1/®(z)
using positivity of the right hand side and monotonicity of the left hand side.

In view of (3.4.6), (3.4.7) and (3.4.8), by [56, Theorem 1] with v = 0, there are C1,Ca,C5 > 0
such that for all ¢ € (0,1/®(zp)) and = € R,

p(t + thyu-ra)
< Cyp~1(1/t) - min {1,t§(}1\x|) + exp{ — Cylzfyp~(1/t) log (1+ Cg]a:\wl(l/t))}}.
Let us consider z > 0 and ¢ € (0,1/®(z)) such that ¢t{(x) < 1. We claim that
exp { — Cozy ™ (1/8)log (1 + Csayp~'(1/4)) } S #(a). (3.4.9)
First, suppose that x > . Let us observe that the function
[0,00) > u — uexp{ — Coulog (1 + C’3u)}

is bounded. Therefore,

1

exp{ — Comp~ N (1/t) log (1 + Cg:m/fl(l/t))} < pRTEYOL (3.4.10)
Since ¢~ 1(1/t) > 1, by (3.2.3), we have
to(1/z) = o(1/z) ! (3.4.11)

S 1(1/t) 1/z) — 2o (1)
Next, in light of (3.2.2), for all y > 0,

D" (y) < d(y),

N[

hence, by the monotonicity of ¢!,

¢~ (1/1)

o (307 (27(2/1)))
¢~ (6271 (2/1)))
o1 (2/t)

Ccyi(1/t) (3.4.12)

IN

IN
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where in the last step we have used Proposition A.1.5. Putting (3.4.10), (3.4.11), and (3.4.12)
together, we obtain (3.4.9) as claimed.
Now let 0 <z <z 1 Observe that the function

[0,00) > u > u? exp{ — Coulog (1 + CgU)}

is also bounded. Hence,
1

ex — Cozp~t o) ! —_—. A.
p{ — Cory™'(1/)log (1+ Cazy ' (1/1))} < =y (3.4.13)
Since z®~1(1/t) > 1, using (A.1.3) we get
t0*(1/2) = **(1/x) > ! (3.4.14)

O (@@ (1/t) - 1/2) ~ (201 (1/t))>

Hence, putting together (3.4.13) and (3.4.14), and invoking Proposition A.1.4, we again obtain
(3.4.9).
Finally, using doubling property of (, we get
((37) S <),

thus, an another application of Proposition A.1.5 leads to (3.4.4).
For the proof of (3.4.5), we observe that

¢ (\) = / ze M y(dx) > 671/ zv(dr).
(0,00) (0,1/X)
Thus,

_ / —1
bijp—1(1/t) = /(071/¢1(1/t)) rv(de) <ed' (™ (1/t)).

Hence, by monotonicity and doubling property of ¢, for z > 2et¢’(yp~1(1/t)), we obtain

§($ - tbl/q/ﬁl(l/t)) < C<§) S (@),

and the theorem follows. O
Now we define 7: [0, 00) — [0, oc],
00 if s =0,
n(s) =s1¢(s) = 5710 (1/s) if0<s<apt,
As7lo(1/s) if 2yt < s,
where A = ®*(x0)/d(x0) € (0,2]. Notice that, by (3.2.2), if 2¢¢(|z|) < 1, then t®*(1/|z|) < 1,

and so

n(lz)) = |27 ¢(el) < @71 (1/5)¢(|=).
Therefore,
min {®(1/¢), tn(|])} < 49~ (1/¢) - min {1, ¢(|a])}.

Thus, 7 is a better majorant of p(t, -) than ¢, but one has to pay a price of additional (but
still not very restrictive) assumption on the Lévy measure. The following result refines Theorem
3.4.3.
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Theorem 3.4.4. Let T be a subordinator with the Lévy—Khintchine exponent v and the Laplace
exponent ¢. Suppose that —¢" € WLSC(a — 2,¢,xq) for some ¢ € (0,1], 29 > 0, and o > 0.
We also assume that the Lévy measure v has an almost decreasing density v(z). Then there is
C > 0 such that for allt € (0,1/®(x0)) and z € R,

p(t, @+ thyjyryny ) < Cmin {071 (1/2), ty(|])}. (3.4.15)
In particular, for all t € (0,1/®(z0)) and x > 2ete’ (p=1(1/1)),
p(t,x +tb) < Cmin {®(1/t),tn(x)}. (3.4.16)

Proof. Without loss of generality we can assume b = 0. Let us observe that for any A > 0,

/
60z [ M) ds 1A,

and 1
d"(\) > / s2e ™ Mu(s)ds = v(1/A)A 73
0
Hence,
v(z) <n(z) for all x > 0. (3.4.17)

Since 7 is non-increasing, for any Borel subset B C R,

v(B) < /Bm(o - n(z)dz < n(6(B)) diam(B). (3.4.18)

~

Arguing as in the proof of Theorem 3.4.3, we conclude that 7 has doubling property on (0, co).
Using that and monotonicity of i, for s > 0 and = € R,

n(sVa—gz) <n(s) < nls).

Therefore, by (A.1.6), for r > 0,

/Too n(sVa—iz)v(z)de < nis)v*(1/r). (3.4.19)

Since ¢* has the weak lower scaling property and satisfies (A.1.7), by [43, Theorem 3.1] and
Proposition A.1.4, there are C' > 0 and t; € (0, 00] such that for all ¢ € (0,t1),

/ e PRV ge < Cypl(1/1). (3.4.20)
R

If xp = 0, then ¢; = oco. If t; < 48/®(x), we can expand the above estimate for t; < ¢ <
48/®(x) using positivity of the right hand side and monotonicity of the left hand side.

In view of (3.4.18), (3.4.19), and (3.4.20), by [42, Theorem 5.2], there is C' > 0 such that for
all t € (0,1/®(x0)) and x € R,

Pt + b)) < OV L) - min {1 (0™ (1/0) () + (14 |2l (1/0) "},

We claim that .
Y (1/t) <

(1+ |zlp=1(1/t)” ™~

tn(|xl) (3.4.21)
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whenever tn(|z|) < A —1(1/t).

First, let us show that for any e € (0, 1], the condition tn(|z|) < 4®~1(1/¢) implies that

(0,
(i) < clz|o- C) (3.4.22)

Indeed, by (3.2.2), we have |x|n(|x|) > g@*(1/|$|), thus

clafo~! (1) = Stlaln(la)) > 197 ().

Notice also that e'/3|z|®~1(1/t) > 1, since otherwise, by (A.1.3),

1 1 1
1 < td* < to* | —
(51/3|$’) 62/3 <|(L">’

which entails that €%/? < t®*(1/|z|), i.e. €'/3|z|®1(1/t) < e~2/3t®*(1/|x|) contrary to (3.4.22).
To show (3.4.21), let us suppose that t7(|z|) < %@‘1(1#), thus |z|®~1(1/t) > 1. By (A.1.3),
we have

) 1

O (|o[@=1(1/8) - 1/|2]) — (Jel@=1(1/1))>
which, by Proposition A.1.5, gives

o™ (1/z]) =

2|y~ (1))
(14 [l 1 (1/2))*

proving (3.4.21), and (3.4.15) follows. The inequality (3.4.16) holds by the same argument as in
the proof of Theorem 3.4.3. O

tleln(|z]) > 5t@*(1/]2]) 2

Remark 3.4.5. In statements of Theorems 3.4.3 and 3.4.4, we can replace by y-1(1/) With
bijo-1(1/1)- Indeed, let us observe that if 0 <7y <rp < 1/x, then

Ibry — bry| < /( svlds) < ri () S et (1) (3.4.23)
1,72

where in the last estimate we have used (A.1.6). Hence, by (A.1.11), we get
by — by | S 77 r30%(1/79). (3.4.24)
Therefore, by (3.4.23), (3.4.24), and Proposition A.1.5, there is C' > 1 such that

1
’61/1/)‘1(1/1‘/) - b1/<1>—1(1/t)‘ < Cm, (3.4.25)

provided that 0 < ¢t < 1/®(z0). Now, let us suppose that 8C%¢((|x|) < 1. Then, by (3.2.3) and

(A13),
> 8C%((Ja]) = 402q>*<1> > <I>*<2C),

|z ||

| =

that is
2C

|z > FEYOL (3.4.26)
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Hence, by (3.4.25),

|z]

‘95 +t(b1/w*1(1/t) - bl/@*l(l/t))‘ 2 |z| - <I>—16(’1/t) Z 5
which together with monotonicity and the doubling property of (, gives
C(|33 + (10170 — b1/<1>71(1/t))\) < ¢(Jz)).
Similarly, if tn(|z|) < 4£@~1(1/t), then
2| @7 (1/8) > 73,

thus, by taking ¢ = (2C)~3, we obtain (3.4.26). Hence, by monotonicity and the doubling
property of 7, we again obtain

"7(’1‘ + t(b1/¢71(1/t) - bl/quu/t)) D S n(lz)).

3.4.2 Estimates from below

In this part we develop estimates from below on the transition density p(¢, - ). The main result
is Theorem 3.4.7 with the proof inspired by the ideas from Picard [82] and the proof of [43,
Theorem 5.3]. We note that the significant step in the proof in which we obtain the lower bound
on the density of one part of the decomposed subordinator T is justified by the sharp estimate
provided by Theorem 3.1.1. Because of that we are able to generalize results obtained in [82]
to the case when —¢” satisfies the weak lower scaling of index o — 2 for o > 0 together with a
certain additional condition. Theorem 3.4.7 is then used to prove the lower estimate of p(t, -)
on the right side of the supremum, which, together with Theorems 3.1.1 and 3.4.4, completes
the picture and provokes a question on sharpness of our results, which is exclusively answered
in the next subsection with the ultimate summary given by Theorem 3.4.13. We hint, however,
that the additional upper scaling condition will come into play in this case.

First, let us prove the following variant of the celebrated Pruitt’s estimates [87, Section 3]
adapted to subordinators.

Proposition 3.4.6. Let T be a subordinator with the Lévy—Khintchine exponent
(&) = —ikh — / (e — 1) v(dx).
(0,00)
Then there is an absolute constant ¢ > 0 such that for all A >0 and t > 0,

]P’( sup |Ts — sb,\} > )\) < cth(\).
0<s<t

Proof. We are going to apply the estimates [87, (3.2)]. To do so, we need to express the Lévy—
Khintchine exponent of Ts — sby in the form used in [87, Section 3], namely

D(€) = V(&) +i&ba

. Yy ; iy
= —i&|b—by+ ——v(d >—/ (elgy—1—>1/d :
5( M 000 T+ [y? (d) (0,00) 1+ |y? (dy)
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Since

/ lyl* V(dy)—/ Y V(dy):/ yV(dy)—/ Y u(dy)
o 1+ |yl? (Aoo) L+ [yf? (0] (0,00) 1+ ]y[? ’

we have

M) = 1'b—b,\+ v y(dy)+/ y|y|22 v(dy) —/ — Y (dy)
A (0,00) 1+ |y ox 1+ 1yl (\oo) 1+ [y
1
=—b—-0 +/ v(d ‘:0.

/\’ A 0 yv(dy)

Hence, by [87, (3.2)],
IP’( sup |Ts — sby| > )\) < csh(A),
0<s<t

as desired. O

Theorem 3.4.7. Let T be a subordinator with the Laplace exponent ¢.  Suppose that
—¢" € WLSC(a — 2, ¢,x9) for some ¢ € (0,1], xog > 0, and o > 0, and assume that one of
the following conditions holds true:

1. —¢" e WUSC(B —2,C,x¢) for some C >1 and a <3 <1, or

2. —¢" is a function regularly varying at infinity with index —1. If zo = 0, we also assume
that —¢" is reqularly varying at zero with index —1.

Then there is Mo > 0 such that for each M > My there exist C' > 0 and pg > 0, so that for all
t € (0,1/P(zp)), 0 < p1 < po, p2 >0 and all x > 0 satisfying

P1 /(g — P2
=) <z —t¢/ (@1 (M/t)) < (/1)

we have

p(t,z) > Cd1(1/t). (3.4.27)

Remark 3.4.8. From the proof of Theorem 3.4.7 it stems that if zg = 0, then one can obtain
the same statement under a mixture of conditions 1. and 2. Namely, it holds if —¢” is (—1)-
regular at infinity and satisfies upper scaling at the origin with the scaling index 8 — 2, where
a < B < 1. Alternatively, one can assume that —¢” satisfies upper scaling at infinity with index
B — 2, where o < § < 1, and varies regularly at zero with index —1. The same remark applies
to Proposition 3.4.9.

Proof. First, let us observe that it is enough to prove that (3.4.27) holds true for all ¢ €
(0,1/®(x0)) and all x > 0 satistying

Indeed, since @' is non-decreasing and has upper scaling property (see (A.1.13) in Proposition
A.1.5), it has a doubling property. Hence, the theorem will follow immediately with possibly
modified pp.
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Without loss of generality we can assume that b = 0. Let A > 0, whose value will be specified
later. We decompose the Lévy measure v(dz) as follows: let v1(dz) be the restriction of Lv(dx)
to the interval (0, A], and

vo(dz) = v(dz) — vy (dx).

We set
o1(u) = /(Om) (1— e ™) mi(ds),  dalu) = /( L (e ),

Let us denote by T() the subordinator having the Laplace exponent ¢j, for j € {1,2}. Let
(&) = ¢;(—i&). Notice that %1/ < vy < v; thus,

%d) < QSQ < (ba
and for every n € N,
BD™ < (1M < (). (3.4.28)
Therefore, for all u > 0,
3P (u) < Po(u) < O(u). (3.4.29)

Next, by Theorem 3.1.1, the random variables Tt(2) and T; are absolutely continuous. Let us
denote by p®)(t, -) and p(t, -) the densities of Tt(Q) and T}, respectively.
Let M > 2Mjy + 1, where My is determined in Corollary 3.3.4 for the process T). For
0<t<1/®(xp), we set
Ty = 75(25/2 (Qil(M/t))'

Since ®~1(M/t) > xg, we have

— = 6h(27H(M/1)) < ¢ (o)
Let

wy = (¢5) " (xe/t) = @71 (M]1).
Then, by (3.4.29), we get

Po(w2) > %(I)((P*%M/t)) _ % My

> —.
-t
Moreover, by Proposition 3.4.1 together with (3.4.29), we get

t(P2(w2) — wadh(wa)) S tPo(w2) S 1.

Hence, by Corollary 3.3.4,

1
POt 2) 22— (3.4.30)

(=) (w2)

Notice that, by (3.4.28) and Remark 3.3.2, the implied constant in (3.4.30) is independent of ¢
and A. Since

M

(—¢h)(w2) < (—¢") (@71 (M/t)) = W’

by (3.4.30) and monotonicity of @1, we get

pA(t,2y) > C1E7(1/t) (3.4.31)
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for some constant C7 > 0.
Next, by the Fourier inversion formula

sup |9,p® (¢, )| S/Re_tRve)lé’I%S/Re_éReW)I&Id&,

zeR

thus, by [43, Proposition 3.4], and Propositions A.1.4 and A.1.5, we see that there is Cy > 0
such that for all ¢t € (0,1/®(zo)),

sug ‘&Ep@) (t,z)| < Cy (CI)_l(l/t))z.
xT€

By the mean value theorem, for y € R, we get
PPty + 20) — pP (¢, )| < Calyl (q)_l(l/t))2-

Hence, for y € R satisfying

by (3.4.31), we get
Cr, _
PPty + ) = pP (b @) - Calyl(@7(1/1)" = @7 (1/1).
Therefore,
p(t,x) = / Ptz —y)P(1" € dy)
R

> ot/ o - -1 < o)

H(1/t)
Ci 4 ( (1) Co )
> 2 . — - <0
> 5 O 1/t) Pl —ar =T, 7| < ST/
Cr. 4 ~ 1 ~ 1 _ 1 Co
where we have set Cy = C1(2Cs) ! and
T =t/ (-1 (M/1)).
Let pg = %Co and
A= _ (3.4.32)
LMty o
We then have
1 _ 1 ) t o/
Liby — (3 — 1) = ~thy — 1, (1/\) = f/ s(1— e/ u(ds).
2 2 2 JoA
Thus, $tby — (Z; — x;) is non-negative and in view of (A.1.6) and (3.4.32),
M
%tb)\ — (ft — a:t) S C3t)\¢)(1//\) = CS (3.4.33)

-1 (M/1t)’
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for some constant C'3 > 0. Next, setting

p(t) = X7 (Stby — (& — 1)),

we get

. o~ . (1) 1 . . o~
te(O,iI/ldE(xo)) {]P’(’x Ty — Ap(t) — (T} thk)’ < C’o)\> x>0,—p A<z —7; < pg)\}

> inf AP(ly = AT = Liby)| < Co): —pr—p(t) <y < } 3.4.34
= te(o’;%(m)){ (v (1) = 3th) | S Co): —pr—p(t) Sy<pap.  (34.34)
Hence, the problem is reduced to showing that the infimum above is positive. Let us consider
a collection {Y;: t € (0,1/®(x0))} of infinitely divisible non-negative random variables Y; =

A1 (Tt(l) — %tbA). The Lévy measure corresponding to Y; is
we(B) = tv1 (AB) (3.4.35)

for any Borel subset B C R. Since for each R > 1,

(1) _/ _ 1 _ 1
bry = vi(dy) = = v(dy) = =by,

by Proposition 3.4.6,
P(]Y;| > R) = IP’(‘Tt(l) — Sthy| > R)\) < t/ min {1, R-2X\"2s%} 1y (ds),
(0,00)
thus,

P(|Y;| > R) StA 2R o s*v(ds) StR2h(N) StR2P(1/))
where in the last estimate we have used (A.1.6). Therefore, recalling (3.4.32), we conclude
that the collection is tight. Next, let ((Y,,yn): n € N) be a sequence realizing the infimum
in (3.4.34). By the Prokhorov theorem, we can assume that (Y3, : n € N) is weakly convergent
to the random variable Yy. We note that Y;, has the probability distribution supported in
[ — 3tuA; by, , 00) where )\, is defined as A corresponding to t,,.

Suppose that (¢, : n € N) contains a subsequence convergent to ¢ty > 0. Then Yy = Y}, and
the support of its probability distribution equals [ — %to)\alb,\o, o). Since p(ty) < %to)\alb/\o,
we easily conclude that the infimum in (3.4.34) is positive.

Hence, it remains to investigate the case when (¢,: n € N) has no positive accumulation
points. If zero is the only accumulation point, then (A, : n € N) has a subsequence convergent
to zero. Otherwise (t,) diverges to infinity, thus o = 0 and (),) contains a subsequence
diverging to infinity. In view of (3.4.33), p(t) is uniformly bounded in ¢. Thus, after taking a
subsequence, we may and do assume that there exists a limit

p= lim p(tn).

By compactness we can also assume that (y,: n € N) converges to y9 € [—p1 — g, p2]. Conse-
quently, to prove that the infimum in (3.4.34) is positive, it is sufficient to show that

P(lyo — Yo| < 1Co) > 0. (3.4.36)



44 CHAPTER 3. DENSITIES OF SUBORDINATORS OF POSITIVE ORDER

Observe that (3.4.36) is trivially satisfied if the support of the probability distribution of Yj is
the whole real line. Therefore, we can assume that Y is purely non-Gaussian. In view of [93,
Theorem 8.7], it is also infinitely divisible.

Given a continuous function w: R +— R satisfying

lw(z) 1] < 'z|, and  |w(z)] < |z, (3.4.37)

we write the Lévy-Khintchine exponent of Y; in the form

n(€) = —i€m — /( (= 1 igou(s) u, (d9)

0,00

where
T = / sw(s) pt, (ds) — %)\gltnb%.
(0,00)

Since (Y3, : n € N) converges weakly to Yj, there are 7y € R and o-finite measure g on (0, 00)
satisfying

/ min {1, s*} po(ds) < oo,
(0,00)

such that the Lévy—Khintchine exponent of Yj is

o) = it — [ (e~ 1~ i) po(ds)
,00
where

Yo = Hm 7.
Moreover, for any bounded continuous function f: R — R vanishing in a neighbourhood of zero,
we have

tin [ f) e (ds) = [ f5) o). (3.4.38)

n=00 J(0,00) (0,00)
Next, let us fix w satisfying (3.4.37) which equals 1 on [0, 1]. In view of (3.4.35) and the definition
of vy, the support of y, is contained in [0, 1]. Hence, 7, = 0 for every n € N and consequently,
v = 0. We also conclude that supp ug C [0, 1].

At this stage, we consider the cases (i) and (ii) separately. In (ii) we need to distinguish two
possibilities: if (¢,) tends to zero, then also (\,,) approaches to zero, and we impose that —¢” is
a function regularly varying at infinity with index —1; otherwise, (¢,) tends to infinity as well
as (\p); thus, g = 0, and we additionally assume that —¢” is a function regularly varying at
zero with index —1. For the sake of clarity of presentation, we restrict attention to the first
possibility only. In the second one the reasoning is analogous. We show that the support of the
probability distribution of Yj is the whole real line. By [93, Theorem 24.10], the latter can be
deduced from

/ min{1, s} uo(ds) = oo. (3.4.39)
(0,00)

Since supp po C [0, 1], for each ¢ € (0,1) we can write

/(O,oo) min{1, s} po(ds) > / s po(ds),

(e/2,1]

thus, to conclude (3.4.39), it is enough to show that

/ s po(ds) = loge™L. (3.4.40)
(e/2,1]
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For the proof, for any ¢ € (0,1) we define the following bounded continuous function

0 if s <eg/2,
2s —e, ife/2 <s<e¢,
§) = = 3.4.41
Je(s) s ife <s<1, ( )
1 if s> 1.

We have, in view of (3.4.38),

/ s po(ds) > / fe(s) po(ds) = lim fe(s) e, (ds) > liminf s g, (ds). (3.4.42)
(e/2,1] (0,1] ]

n—oo (0’1 n—oo (571]

Let us estimate the last integral. We write

/ s pg(ds) = tA™1 svi(ds) = 3tA7! sv(ds).
(e,1] (A&, (A&, A

By the Fubini—Tonelli theorem, we get

A
/ sv(ds) = / u_2/ s2v(ds) du + AK(\) — AeK (\e).
Ae ) Ae (0,u]

Thus,

A
2 / spp(ds) = A [T K(u) du+tK(N) — teK (M) (3.4.43)
[e,1) e

Setting z = 1/, by (A.1.6) and (3.4.32), we obtain
tK(\) = t®(z) ~ 1.
Moreover, since ® is a 1-regularly varying function at infinity, we have

D(z/e)
d(2)

teK(Xe) = te®(z/e) = Me — M,
as z tends to infinity. Therefore, it remains to estimate the integral in (3.4.43). Using (A.1.6)
we get

—1

—1 A ~ z z —1
tA K(u) du =~ O(u")du

Ae (I)(Z) z—1
= <I>(z)/z w2 ®(u) du
_ W) — ()
A(=¢"(2)

Since —¢"(s) = s714(s) for a certain function ¢ slowly varying at infinity, by [5, Theorem 1.5.6],

¢(2) —d'(e'2) _ /E1 {(=t) dt
z(—¢"(2)) 1 l(2)

as z tends to infinity. Hence,

— loge™!,

lim inf sy, (ds) > loge™t,

n—oo (8,1]
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which, by (3.4.42), implies (3.4.40).
Next, let us consider the case (i), that is when —¢” € WUSC(8 — 2, C, x¢) with C' > 1 and
a < < 1. We claim that for all € € (0,1),

/ s% uo(ds) > 0. (3.4.44)
(0.€)

To see this, it is enough to show that there is C' > 0 such that for all ¢ € (0,1] and
t € (0,1/®(x0)),

/ s% uy(ds) > Ce?~2. (3.4.45)
(0,¢)
For the proof, we select a continuous function on R such that

L) <n <oy,

and for each 7 > 0 set

nr(z) = n(r " x).

Since for 0 < 27 < ¢,

/(O,oo) 5% (ne(s) — nr(s)) pe(ds) + /(0,27) s%n.(s) pe(ds) > / 2 a(ds),

0,¢)

by (3.4.45) and (3.4.38),

/( )82 (me(s) = () po(ds) + lim sup 511 () it (ds) > Ce*~,
0,00

n—o0 J(0,00)

Since Y;, and Yj are purely non-Gaussian, by [93, Theorem 8.7(2)],

lim limsup s% g, (ds) = 0,

=0T n—oo J(—77)
thus,
/ s% uo(ds) > Ce*™,
(0,)

which entails (3.4.44).
We now turn to showing (3.4.45). We have

/ 5%y (ds) = tA™2 s> v (ds)
(0,¢) (0,Xe)
= %t)\_Q s2v(ds)
(0,Xe)
= 1te’ K (\e),

thus, by (A.1.6) and the weak lower scaling property of ®,
/ & u(ds) > te2®(e7 A7) > 12D (1/)),
(0,e)

which, together with the definition of A, implies (3.4.45).
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Since the support of the probability distribution of Yj is not the whole real line, by [82,
Lemma 2.5], the inequality (3.4.44) implies that

/ min{1, s} po(ds) < oo
(0,00)

and the support of Yy equals [x, oo) where

X =" — /(0700) sw(s) po(ds) = —/ s po(ds).

(0,1]

To conclude (3.4.36), it is enough to show that y < —p. Since p(t,) < 3t, A, by, , the latter can

be deduced from )
x = — lim. itn)\_lb)‘” = — lim s g, (ds) (3.4.46)

n n—oo (0’1}

where the last equality is a consequence of (3.4.35), since

/ s ug(ds) = tA™? svi(ds) = 2tA7! sv(ds). (3.4.47)
(0,1] (0,X] (0,A]

Therefore, the problem is reduced to showing (3.4.46). By the monotone convergence theorem
and (3.4.38) we have

x=—lim [ f(s)polds) = — lim lim [ fuls) m, (ds),

e—0+ J(0,1] e=0+ 700 J(0,1]
and
im [ fo(s) e (ds) = / s g, (ds), (3.4.48)
e=0% J(0,1] (0,1]

where f. is as in (3.4.41). Hence, we just need to justify the change in the order of limits. In
view of the Moore-Osgood theorem [33, Chapter VII|, it is enough to show that the limit in
(3.4.48) is uniform with respect to n € N.

We write

‘ /(071] s pue(ds) — /(0’1} f=(8) pe(ds)

< [ smlds)+ [ (e =9 mlds)
(0,/2] (e/2,€]

< / s ug(ds).
(0]

By (3.4.47) and the Fubini-Tonelli theorem, we have
Ae
271N s ug(ds) = / sv(ds) = / u_Q/ s> v(ds) du + Ne K (\e)
(0,e] (0,X¢] 0 (0,u]
Ae
;w/ O (uL) du + Ae®(ALe ).
0
By almost monotonicity of ®,

Ae Ae
/ s pg(ds) ~ tA™1 / O(u ) du+ted(N e =T / ®(ut) du.
(0,€] 0 0
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Now, setting z = ®~1(M/t), by (3.4.32), we get

Ae e/®1(M/t)
t/\_l/ (I)(u_l)du:tcb_l(M/t)/ ®(ut) du
0 0

—1

~ - w1 du
Nq)(z)/o ®(u1)d

(I)iz) /:1 w2 ®(u) du
¢ (e712)

(= ¢"(2))
In view of Proposition 3.2.4, by the upper scaling of —¢”, there is ¢ > 0 such that for all z > x,

¢'(e7'2) 1-6

——— < ce
(=)

Hence, the limit in (3.4.48) is uniform with respect to n € N, which justifies (3.4.46). This
completes the proof of (3.4.36) and the lemma follows. O

Now we treat the remaining part the transition density, i.e. the one on the right side of the
supremum. In general, based on known estimates concerning various kinds of Lévy process, we
expect the decay to be expressed by means of the Lévy density v(x). For instance, in the case
of unimodal Lévy processes, it is known (see e.g. Bogdan, Grzywny and Ryznar [10, Theorem
21 and Corollary 23]) that

p(t,x) = p(t,0) A tv(x).

In particular, for fixed ¢t > 0 we have p(t, z) =~ tv(x) for z large enough. The following proposition
states that the right tail of the transition density enjoys the lower bound of the same form.

Proposition 3.4.9. Let T be a subordinator with the Laplace exponent ¢. Suppose that
—¢" € WLSC(a — 2, ¢,x9) for some ¢ € (0,1], xg > 0, and o > 0, and assume that one of
the following conditions holds true:

1. —¢" € WUSC(B —2,C,x¢) for some C > 1 and a <3< 1, or

2. —¢" is a function reqularly varying at infinity with index —1. If 9 = 0, we also assume
that —¢" is reqularly varying at zero with index —1.

We also assume that the Lévy measure v has an almost decreasing density v(x). Then there are
My > 1, po >0 and C > 0 such that for all t € (0,1/®(x0)) satisfying

2po

x> 2t<;5'(€[>*1(M0/t)) + mv

we have
p(t,z) > Ctv(x).

Proof. Let A > 0. We begin by decomposing the Lévy measure v(dz). Let vi(dx) = vi(x)dx
and vy(dx) = vo(x) dx where

vi(z) =v(z) — va(x) and va(x) = %l/(l‘)]l[)\po) ().
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For u > 0, we set

é1(u) = bu + (1—e"")v1(ds), and P2(u) = / (1—e ") va(ds).
(0,00) (0,00)

Let TY) be a Lévy process having the Laplace exponent ¢;, for j € {1,2}. Since %1/ < <v,
we have

%¢ < (bl < ¢7
and for all n € N,
L) < (—1) g < (—1)n ™), (3.4.49)
Thus
10 <@ < O,
and so for all u > 0,
O (u/2) < @7 (u) < d7(w). (3.4.50)

In particular, —¢! has the weak lower scaling property. Therefore, by Theorem 3.1.1, Tt(l) and
T, are absolutely continuous for all ¢+ > 0. Let us denote by p(t, -) and p()(¢, -) the densities of

T; and T, t(l) , respectively. Observe that T® is a compound Poisson process with the probability
distribution denoted by P;(dx). By [93, Remark 27.3],

P,(dz) > te="2®)py(2) da. (3.4.51)
We apply Theorem 3.4.7 to the process TW. For ¢ > 0, we set
zp = 16 (@1 (Mo/1)).
Then there are C' > 0 and po > 0 such that for all ¢ € (0,1/®(xp)) and x > 0 satisfying

Po P0
T — o~ S e+ —
o (1/1) o (1/1)
we have
pM(t, ) > CO(1/1).
Therefore, if
Po
A=+ —— )
ey
then R
/ pV(t, x)dx > 1. (3.4.52)
0
Next, if A > pg/®~1(1/t) then, by (A.1.6),
tn(R) = %t/ v(@) da < Sth(po/®L(1/1)) < th(1/@1(1/1) <1, (3.4.53)
A

where the penultimate inequality follows either by monotonicity of h or by [43, Lemma 2.1 (4)].
Finally, by (3.4.51) and (3.4.53), for > 2\ we can compute

p(t,x) = /Rp(”(t,x — y)P.(dy)
> /R POtz — y)a(y) dy

~ 1 A PO (t,z — y)w(y) dy.
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Hence, by the monotonicity of v, we get

T—A

p(t,) 2 tv(z) /0 P (t,y) dy

A
> tu(x) /0 pD(t,1) dy

= tv(z),

where in the last estimate we have used (3.4.52). Using (3.4.49) and (3.4.50), we can easily show

that
Y . R o
A=z + (1) < td! (@1 (My/t)) + S1(1/1)’

and the proposition follows. ]

3.4.3 Sharp two-sided estimates

Having proved both lower and upper estimates, let us now discuss the case when these two
coincide. As already hinted in statements of previous results, this will hold under the additional
assumption of upper scaling with 8 < 1. Note that by virtue of Propositions 3.2.3 and 3.2.2 and
Corollary 3.2.8 it is irrelevant whether one imposes scalings on the Laplace exponent ¢ or on its
(minus) second derivative —¢”. The formal proofs are rather technical and require some care,
but the idea behind is rather simple: under lower and upper scaling it follows from Proposition
A.1.5 that both the localisation and the magnitude of regime endpoints in Theorems 3.1.1, 3.4.4
and 3.4.7 and Proposition 3.4.9 are of the same scale. Therefore, they may be merged in one
consolidated theorem.

First, let us combine Theorems 3.4.3 and 3.4.7 into one statement describing the localisation
of the supremum of the density p(¢,x).

Theorem 3.4.10. Let T be a subordinator with the Laplace exponent ¢. Suppose that
¢ € WLSC(a, ¢, zg) N WUSC(8, C, xg) for some c € (0,1], C > 1,20 >0and 0 < a < f < 1.
We also assume that b = 0. Then for all 0 < x1 < X2 there is C' > 1 such that for all
t € (0,1/®(xg)) and x > 0 satisfying

x1 < @ H(1/t) < xo,

we have

C' 1t (1/t) < p(t,x) < C'o7(1/1). (3.4.54)

Proof. First, let wus notice that in view of Corollary 3.2.8 we have that
—¢" € WLSC(a — 2,¢,29) NWUSC(8 — 2,C,z9). Therefore, the assumptions of Theorems
3.4.3 and 3.4.7 are satisfied.

It is enough to show the first inequality in (3.4.54), since the latter is an easy consequence
of (3.4.4) and Proposition 3.4.2. For t € (0,1/®(xp)) and M > 1, we set

y =t (D~ (M/t)).
By Proposition 3.4.2, there is C; > 1 such that for all r > ®(xzg),

Crlo i (r) <o i(r) < C1O71(r). (3.4.55)
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Observe that by Proposition 3.2.4 and (3.4.3), there is Cy > 1, such that

xp < CoM' /B (3.4.56)

o-1(1/t)
We select M > 1 satisfying
Clcle_l/’B < X1-

We note that § < 1 is crucial in this case. Recall that in view of (A.1.4) one always has the
lower scaling of ®~! with the exponent %, but this property it insufficient here. Let p1 = pp/2
where pg is determined in Theorem 3.4.7. Then, by (3.4.55) and (3.4.56), we have

P1 1-1/8 1 X1
2 — —LL < 1M < . 3.4.57)
®1(1/0) RO REID |
Now set pa = C1x2. Then, by (3.4.55), we have
PO - S S B (3.4.58)

O-(1/t) — CromH(L/t) ¢ H(L/t)
Putting (3.4.58) and (3.4.57) together, we conclude that

X1 X2 P1 P2
oI(1t) ¢—1<1/t>] < ( IR R <I>—1<1/t>)'

Therefore, by Theorem 3.4.7, for all £ € (0,1/®(z0)) and = > 0 satisfying

x1 <zt (1/t) < xa,

we have
p(t,x) Z @1 (1/1).
In view of (3.4.55), this completes the proof of the theorem. O

Next, following [10, Lemma 13|, we prove an auxiliary result.

Proposition 3.4.11. Assume that the Lévy measure v has an almost decreasing density v(x).
Suppose that —¢" € WUSC(~, C, xq) for some C > 1, xg > 0 and v < 0. Then there is ¢ € (0,1]
such that for all 0 < x < 1/x,

v(z) > cx 3 (- ¢"(1/x)).

Proof. Let a € (0,1]. Recall that by (3.4.17) we have v(s) < C1573( — ¢"(1/s)) for any s > 0.
Hence, for any u > 0,

au—1! 00
—¢"(u) = / s2e " y(s) ds +/ ) s2e " y(s) ds
0 au~
—1

< / s teU(— ¢"(1/s)) ds + Cov(au™) / s2e " ds
0 a

w1

(3.4.59)

where Cy is a constant from the almost monotonicity of v. If u > xg, then by the scaling
property of —¢” we obtain

—1

o /Oau sTte (= ¢"(1/s)) ds < C/Oau sl " (su) 7T (= ¢ (u)) ds
<O(=¢w) [ 577
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By selecting a € (0, 1] such that
20/ s et ds < 1,
0

we get

Since
[e.e]
/ s2e7 ds = u3e Y a% + 2a + 2),
au~—1

by (3.4.59), we obtain

-1 e” 3 1

viauw > ——u’( — u)),

( )_2(a2+2a—|—2) (=¢"(w)

provided that u > xg. Now, by the monotonicity of —¢” we get the claim for the case zg = 0. If
xo > 0, then, by positivity and continuity of v and —¢”, we may extend the area from < a/x
to < 1/x¢ at the cost of the constant c. O

In view of Propositions 3.2.3 and 3.2.4, we immediately obtain the following corollary.

Corollary 3.4.12. Assume that the Lévy measure v has an almost monotone density v(z).
Suppose that b =0 and ¢ € WLSC(a, ¢, xo) "WUSC(8, C, xg) for some c € (0,1], C > 1, 29 >0
and 0 < a < 3 < 1. Then there is ¢ € (0,1] such that for all 0 < z < 1/x,

v(z) >z (1)),

We are now ready to prove our main result in this subsection. Note that if the scalings are
global, then the estimate is global both in space and in time. Such version is displayed in the
introduction as Theorem 3.1.2.

Theorem 3.4.13. Let T be a subordinator with the Laplace exponent ¢. Suppose that
¢ € WLSC(a, ¢, z9) N WUSC(S, C, xg) for some c € (0,1], C>1, 290> 0, and 0 < a < f < 1.
We also assume that b =0 and that the Lévy measure v has an almost decreasing density v(x).
Then there is 1 € (0, 00| such that for all t € (0,1/®(x0)) and z € (0, 1),

p(t z) ~ (H(=¢"(w))) "% exp { — t(p(w) —we'(w))} i 0 <~ (1/t) < 1,
| tz~ 16 (1/x) if 1 <z~ 1(1/t),

where w = (¢')~Y(x/t). If zo = 0 then x1 = co.

Proof. First, let us note that, by Corollary 3.2.8, —¢” € WLSC(a—2, ¢, zg)N"WUSC(5—2, C, x¢).
Therefore, we are in position to apply Proposition 3.4.9. By Corollary 3.3.6, for x; = min {1,4},
we have

p(t,2) = (H(—¢" () "% exp { — t((w) — we(w))},

whenever 0 < z¢~1(1/t) < x1. Next, let M) be My determined by Proposition 3.4.9. By
Proposition 3.2.4, (A.1.6) and monotonicity of @1, for ¢ € (0,1/®(xp)), we get

t¢' (b1 (1/1)) < W and  t¢' (TN (MJ/t)) < m7
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thus, by Propositions A.1.5 and 3.4.2, there is C'; > 0 such that

o 1
2et' (' (1/0) < Cr =y 7y

and

2t/ (P71 (Mg /1)) + @—??fl)/t) = Cl¢—121/t)’

where pf, is the value of py determined in Proposition 3.4.9. Let x2 = max {1,C1, x1}. Proposi-
tion 3.4.9 and Corollary 3.4.12 yield that if 2z¢~(1/t) > x2 and 0 < 2 < 1/zg, then

p(t,z) 2 tv(z) 2 to™ (1 /).

Furthermore, by (3.4.16), if z¢~1(1/t) > x2, then

plt,z) S tn(x) S ta™ ¢(1/x),

where in the last step we have also used (3.4.2). Lastly, by Theorem 3.4.10, there is Cy > 1 such
that for all ¢t € (0,1/®(x0)) and = > 0 satisfying

x1 <zt (1/t) < xa,

we have

Cylo 1 (1/t) < p(t,x) < Ca9 1 (1/1). (3.4.60)
We next claim that the following holds true.

Claim 3.4.14. There exist 0 < ¢ < 1 < ¢y such that for all t € (0,c1/P(x0)) and x > 0
satisfying
x1 < z¢~ ' (1/t) < xo,
we have
t¢' (6™ (co/t)) < @ <t (97 (er/1))- (3.4.61)
Indeed, by Proposition 3.4.2, there is C3 > 1 such that for r > ®(x),
C3'o 1 (r) < ¢l (r) < O30 (r).

Let ¢o = (x1¢/C32)~A/(=8) € [1,00), where ¢ is taken from (3.4.3). Then

1 - —9 y —1+1/8 ,— 1,—
¢! (ea/t) = C52 ey T 1) = XM (1),
Consequently, by Proposition 3.2.3,

X1 (d(ca/t))
G110 = o (eft)

Moreover, there is Cy > 1 such that Cyz¢/(z) > ¢(x) provided that x > xy. Therefore, if
x2 < Oy, then

x> > t¢' (¢~ Hca/t)). (3.4.62)

X2 oo~ (1/1))

gy gy < WO A), (3.4.63)
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which yields (3.4.61) with ¢; = 1. If yo > C7Y, then we set ¢; = (Cyx2C2(¢)~1) ™ ¢ (0, 1].
Hence, by Proposition 3.4.2, for all ¢t € (0, ¢1/®(x0)),

Cﬁf2¢1<cl/w < CixaC3() ey TP (1) = 67 (1),
Therefore,
X2
TS 1)

oz o7 e/t d(o7 (e /D)
- ¢_1(1/t) ¢_1(C1/t)

<t/ (67" (ar/1)),
which, combined with (3.4.62) and (3.4.63), implies (3.4.61).

Now, using Claim 3.4.14 and Propositions A.1.5 and 3.4.2, we deduce that for t €
(0,c1/®(x0)) and x1 < z¢~(1/t) < x2,

w< 6N ea)t) S 671 19), (3.4.64)
and
w> ¢ Her/t) 2 67 (L/1). (3.4.65)
Hence, tw¢/(w) ~ 1 and
exp { — t(p(w) —we'(w)) } ~ 1. (3.4.66)

Next, by Propositions 3.2.4 and 3.2.1,
w? (= ¢"(w)) & we (w),
thus, by (3.4.64) and (3.4.65), we obtain

1 w

T Vot

which, together with (3.4.66), implies that

~ ¢~ (1/1),

(H(—¢" () "% exp { — H(¢(w) — we (w))} ~ ¢~ (1/%),

for t € (0,c1/®(z0)) and x1 < 26~ (1/t) < x2. In view of (3.4.60), the theorem follows in the
case g = 0. Now, it remains to observe that in the case g > 0 we may use positivity and
continuity to conclude the claim for all ¢t € (0,1/®(xg)). O

We end this section with an example of a direct application of Theorem 3.4.13.

Example 3.4.15. For any a € (0,1) let us consider the relativistic a-stable subordinator T™
with mass m. Its Laplace exponent is of the form

dm(N) = A+ mYN) —m, A>0,

and its Lévy measure v, has a density v, (x) given by the formula

[0 e_ml/a

r,  —l—«a
PR 0.
T —a) x , T >

Um(z) =
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Note that if no mass is enforced, then T reduces to the a-stable subordinator.
By elementary calculations one may easily deduce that there is a constant ¢; > 0 independent
of m such that
dm(N) =A%, A= em!?,

with the implied constant independent of m. It follows at once that
bm € WLSC(a, ¢, cm*) N WUSC(a, C, ¢c;m!/®) for some constants ¢,C > 0 indepen-
dent of m. Thus, we are in position to apply Theorems 3.1.1 and 3.4.13. Again, straightforward
computations yield

—¢" (N) =a(l—a)A+m"/* % x>0,

and
()~ () = /00y~ 10) /e x5,

Let us denote the density of 7y by pm(t, -). Then it follows from Theorem 3.1.1 that the
asymptotics of p,,(t,z) is of the form

2—a e
2(1—a) 1 T1ma 1
a> t20-a) exp{—(l —a)<$> ti-a —l—mt—xml/a} :

EM(x,t) = Qm(l_a)<x )

Next, observe that we in fact have z; = 1/z¢ in Theorem 3.4.13. Another easy calculation show
that ¢, (y) = (y +m)Y* —m!/® for y > 0. With that in mind let us denote

1/
b= R <o <m0 < (0 o)) <1)
and
1/«
Dy = {(t,:n) ERL xR:0<z< cflm_l/“ and x ((t‘l +m) / _ml/a> > 1}'

Then by Theorem 3.4.13,
EM(z,t) on Dy,

t,x) ~ _
pmll; ) to ! ((wl —i—mé) “_ m) on Ds.

It goes without saying that for the case m = 0 the first condition in the definitions of D1 and Dy
vanishes and consequently, we obtain global sharp two-sided estimate of the transition density
of the a-stable subordinator. Its special case for ¢ = 1 is displayed as a preliminary result in the
aforementioned article of Hawkes [46], see also Zolatarev [107, Theorem 2.5.2].

3.5 Applications

In the last section of this chapter we present two possible applications of our results. This is just
a sample which we present to advocate the relevance of our findings, but we would like to stress
here that this short list certainly does not exhaust the topic. One may, for instance, consult
Meerschaert and Scheffler [71], Chen [19] or Chen, Kim, Kumagai and Wang [22] to observe
that the considered solutions of the generalised fractional-time heat equation are expressed by
means of the corresponding (inverse) subordinator and conclude that our results may also be of
use there.
Let us start with the concept of subordination in more general setting that R
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3.5.1 Subordination

Let (Z°,7) be a locally compact separable metric space with a Radon measure p having full
support on 2. Assume that (X;: ¢t > 0) is a homogeneous in time Markov process on 2~ with
density A(t, -, -), that is

P(Xi € BXo =x) = [ h(t.z.y) u(dy)
B
for any Borel set B C 2, x € 2" and t > 0. Assume that for all ¢ > 0 and z,y € 2,
_n _1 _n _1
U (7(2, )t 7) < hlta,y) <O (T(@,y)t ) (35.1)

where n and -y are some positive constants, ¥; and Wy are non-negative, non-increasing functions
on [0,00) such that ¥;(1) > 0 and

sup Wa(s)(1 + 8)"7 < oo. (3.5.2)
s>0

By H(t,z,y) we denote the heat kernel for the subordinate process (Xr,: t > 0), that is

Hit.oy) = [ his,2,9) Glt.ds),
0
where
G(t, 8) = P(Tt > S).

Suppose that ¢ € WLSC(a, ¢, z9) N WUSC(8, C, z¢) for some ¢ € (0,1], C > 1, zp > 0 and
0 < a<p < 1. We also assume that

lim ¢'(x) =b=0,

T—00

and that the Lévy measure v has an almost monotone density v(x).

Claim 3.5.1. For all x,y € Z satisfying 7(x,y)™" > xo, and any t € (0,1/®(x0)),
to(7(x,y) ")7(,y) ™" if 0 <tg(r(z,y)77) <1,
(=1 (1/0)~ if 1< t(r(z,y)7).

Indeed, by Proposition 3.2.3, ¢ € WLSC(a — 1,¢,29) N WUSC(8 — 1,C,xp). Let
0<r<¢(xf). If0< A< C, then, by setting

H(t,x,y)z{

1 1
D=CTB)\N 15,
we see that the weak upper scaling property of ¢ implies that
Ar =/ ((¢)71(r) = ¢/ (D(¢)) " (r))-

Therefore,
(¢) (W) < CTATTA(¢) (). (3.5.3)

Analogously, we can prove the lower estimate: if 0 < A < ¢, then, by setting

1 _ 1
chlfa)\ 1fo¢7
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we obtain
xr =2 ((¢)71(r)) < ¢ (D(¢) (1)),
and consequently,

(¢) () = cTRATTR (¢) ().

Since (¢')~! is non-increasing, the last inequality is valid for all 0 < A < 1. Let

H(t,z,y) = (/0¢1(1/t) +/Ool ) h(s,z,y) G(t,ds)

517D
= L(t,z,y) + L(t,x,y).

By Theorem 3.4.13,

1 1 U 1 /
I = W/O h(W,$,y)\/WeXp ( —t(p(w) — we (w))) du

where

_ /\N—1 u
@ =& (i)
Recall that, by Proposition 3.2.3, for all r > xg, we have
rg/(r) < ¢(r) < Cird/(r).

We can assume that

1
L‘gb(Z(CCl)ml‘o) < 1.
By (3.5.6) and the weak upper scaling of ¢’, we get
1
"ot (1/t) < ———
(671 0M) <

thus,
1

n—1
™ i7m
Hence, by (3.5.3) and (3.5.4), we obtain

)=olaym.

TR/ Sw S u RN, we (0, 1).

Moreover, since w > g, by (3.5.6) and Proposition 3.4.2,

wi/(w) 2 d(w) ~ wd'(w) = | " ()

Thus, (3.5.7) entails that

uTTE S H((w) —wg(w)) SuTTE, we (0,1].

< (07 (1/) < ¢ ((Co)EeT ),

o7

(3.5.4)

(3.5.5)

(3.5.6)

(3.5.7)

(3.5.8)
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Next, by Proposition 3.4.2 and (3.5.6), we get

L ~ o Juled w.
Vi)~ Viatwy S Ve
Therefore, by (3.5.7),

W 618 < <uTEHEIGL(1/t), ue (0,1]. (3.5.9)

Now, by (3.5.5) and (3.5.1) together with (3.5.8) and (3.5.9), we can estimate

. n [l _1 1\ _n_ _2-8 oo
I < (o (l/t))V/ \IIQ<u wAw)u 7 T E-A) exp(—C w 1—a)du (3.5.10)
0
and

1 n (1 _1 1\ _n__2-a_ , B
2 (e 1/0)7 [ e (uiad)umd S e (< 0T ) du (3.5.11)
0

where we have set
A= (e, y) o7 (1/2).

Suppose that A < 1. Since ¥; and W5 are non-increasing, by (3.5.10) and (3.5.11), we easily see
that

=23

L~ (¢ (1/1)7.
We also have

125/ st s)ds S (67 (/D).
o~ 1(1/t)

213

Therefore,
H(t,z,y) = (67 (1/1)"
We now turn to the case A > 1. By (3.5.2) and (3.5.10),

n n ]' (a3
L 5 (¢_1(1/t));A_?_1/ u 2(1576) exp ( — C’"u_m) du < A_lT(afj,y)_". (3.5.12)
0

Moreover, by (3.2.3) we have

to(r(z,y)7) =tp(A o7 (1/) > A7,
hence, by (3.5.12),
I Sto(r(z,y) ) r(z,y) ™"

It remains to estimate I». Let us observe that for all r > xg, if v > 1, then, by the weak
upper scaling of ¢, we have

6(r) < ¢(ru) < Culg(r).
On the other hand, if 0 < u < 1, then, by (3.2.3) and the monotonicity of ¢, we get

ug(r) < ¢(ru) < o(r).
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Therefore, for all w > 0 and r > zg,
min {1, u}¢(r) < ¢(ru) < Cmax {1,u°}o(r). (3.5.13)

Since 7(z,y)”" > o, by Theorem 3.4.13, (3.5.1) and estimates (3.5.13), we get

Iy St (r(x,y) )7 (x,y) 7" /oo Uy (u_i>u_:_1 max {1, u_ﬁ} du

1/4

and

Iy 2 tp(r(z,y) ) 1(z,y)™" /Oo Uy (ui>u:1 min {1, u} du.

1/A

Finally, by (3.5.2), we have

1 1\ _n_gy 1
/ \Ifg(u W>u v du,ﬁ/ uw P du < oo,
0 0

thus,

proving the claim.

Example 3.5.2. Let (27, 7) be a nested fractal with the geodesic metric on 2. Let d,, and
d¢ be the walk dimension and the Hausdorff dimension of 27, respectively. Let (X;:t > 0) be
the diffusion on 2" constructed in [2, Section 7]. By [2, Theorem 8.18], the corresponding heat
kernel satisfies (3.5.1) with n = dy, v = dy, and

Ui(s) = Ua(s) = exp < - S’Yzl>
Let T be a subordinator with the Laplace exponent
o(s) = s%1og?(2 + s),

where @ € (0,1) and o € R. Then, by Claim 3.5.1, the process (X7, : t > 0) has density H (¢, z,y)
such that for all z,y € 2 and t > 0,

o if t > 7(z,y)*log™ (24 7(z,y)”7), then
H(t,z,y) ~t o7 log~ar (24171,
o if t <7(z,y)*log™? (24 7(z,y)”7), then
H(t,z,y) = tr(z,y)" " "log? (2 + 7(z,y)77).

Example 3.5.3. Let (27,7) be a complete manifold without boundary, having non-negative
Ricci curvature. Then, by [70], the heat kernel corresponding to the Laplace—Beltrami operator
on 2 satisfies estimates (3.5.1) with

Uy(s) = e 915 Wy(s) = e .

Now, one can take T with a Lévy-Khintchine exponent regularly varying at infinity with index
a € (0,1) and apply Claim 3.5.1 to obtain the asymptotic behaviour of subordinate process.
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3.5.2 Green function estimates

Let T = (T;: t > 0) be a subordinator with the Laplace exponent ¢. If —¢” has the weak lower
scaling property of index o« — 2 for some « > 0, then, by virtue of Proposition A.1.8 and the
Hartman-Wintner condition (HW), the probability distribution of T} has a density p(¢, - ). Our
goal is to derive sharp estimates of the Green function U based on results from Sections 3.3 and
3.4. Let us recall that the Green function is defined by

U(x):/ooop(t,:r)dt, x> 0.

We define an auxiliary function
_ O(x)
¢'(x)’

Notice that, by (3.2.2) and Proposition 3.2.3, for all x > =,

x> 0.

f()

[f(z) S a. (3.5.14)
In view of (A.1.6) and Proposition A.1.5, the function ® is almost increasing, thus by mono-
tonicity of ¢, f is almost increasing as well. Therefore, there is ¢y € (0, 1] such that for all
x > xg,

cof*(x) < fz) < fH(2). (3.5.15)

Moreover, f has the doubling property on (zg,00). Since ® belongs to WLSC(a, ¢, z),
by monotonicity of ¢ we conclude that f belongs to WLSC(«,c,z9) and consequently,
f* € WLSC(a, ¢, 79). We also have that f~t € WUSC(1/a, C, f*(z0)) for some C > 1. The
proof of this claim is not difficult, especially at this stage, but we provide it nonetheless for
the convenience of the reader. For any x > 0, let u be such that f~!(z) = u and set
w = (\/c)/* > 1. Now, by scaling property of f* and the same reasoning as in Remark
A1.7,

F7HOw) = FHO () < THS (ww) S wa S AV ),

if only & > f*(x0) and the claim follows. Moreover, since f~! is increasing, we infer that f~!
also has a doubling property on (f*(xg), 00).

Proposition 3.5.4. Suppose that b = 0 and —¢"” € WLSC(a — 2, ¢,z9) for some ¢ € (0,1],
xzo >0 and a > 0. Then for each A >0 and M > 0 there is C > 1 so that for all x < A/xy,

1 o0 1

. < toa)dt < C—
vo(im) = e PO = O

C—l

In particular, for each A > 0 there is C > 0 such that for all v < A/x,

1

Ul 2 Otz

Proof. For M > 0 and x > 0 we set

oo
In(z) = / C plta)t.
¢ (f~1(M/=))
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Let us first show that for each M > 0 there are Ay; > 0 and C' > 1 such that for all x < Aps/xo,

1 o0 1

< t,x)dt < C .
woim) = e PO =CaT

C—l

(3.5.16)

Let

. _ . o
Apr = min { M, ¢g ' M ~m1n{1,}
(M. o Mo} f*(z0)
where My is determined in Corollary 3.3.4 and ¢g is taken from (3.5.15). We claim that the
following holds true.

Claim 3.5.5. For each M > 0 there is C > 1 so that for all x < Ap/xo,

1 1

O ) =) =

< Cm. (3.5.17)

Indeed, suppose that

t> x (3.5.18)

¢’ (f~H(M/x))

with M; = c¢;'My. Notice that for < Ap/xo, we have x < My/f*(xp). Hence,
zo < f~1(My/x) and by monotonicity of ¢/, we obtain

~+| 8

< ¢ (f1(Mi/2)) < ¢/ (20). (3.5.19)
Moreover, for w = (¢')~!(z/t), the condition (3.5.18) implies that
fH(w) > My [z,
which together with (3.5.15) give
to(w) = xf(w) > coxf*(w) > M. (3.5.20)

Now, to justify the claim, let us first consider M > M. In view of (3.5.19) and (3.5.20) we can
apply Corollary 3.3.4 to get

Iny(z) ~ /OO S S exp { —t(p(w) — wgb'(w))} dt.

x N/
TGl t(—¢ (w))
Since, by Proposition A.1.3 and Corollary A.1.2, for all w > xg,
d(w) —wd' (w) ~ h(l/w) ~ K(1/w) ~ w2( — ¢"(w)),

after the change of variables t = x/¢/(s) we can find Cy > 1 such that for all © < Aps/xo,

/ ~ exp{—szf(S)}\/xf(s)% < In(2)

(M=) N L (3521)
—1
S gy PG I ON e s
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Recall that f~! has the doubling property on (f*(zg),00). Using now Proposition 3.2.3 and

(3.5.15), we get
2/ (M/2) ) — ds
@ 2 [ el Corl )1 e ()5

1

> -
Y o(fH(M/x))
1

> - 000000
T (M)

where the implicit constants may depend on M. Therefore, by monotonicity of f~! and ¢', the
estimate (3.5.22) gives

fH (M) (3.5.22)

1

) 2 G 1wy

(3.5.23)

This proves the first inequality in (3.5.17).
We next observe that (3.5.14) entails that f~!(s) > s for s > f*(wg), thus, by (3.5.23),
2 2
¢'(1/z) ~ xg(1/x)
where the last estimate follows by Proposition 3.2.3.

We next show the second inequality in (3.5.17). By (3.5.21), Proposition 3.2.3 and mono-
tonicity of ¢,

U(z) > Iy, (z) (3.5.24)

[e.e]

_ ds
Iu(w) /f gy P O S e 5) 5

; - exp{ —C;lzf(s rf(s)ds
< s /. p{~Cy'ef(e)}/ef(s)d

~“H(M/z)

1 o0
= S 1(M)) /fl(M/x) P |~ gt ()} ds

where in the last inequality we have used

exp { — Cywf(s) /2 f(s) < exp{ = shraf(s) .

Since ® € WLSC(«, ¢, xg), by [10, Lemma 16],
[ exp{ =5 af (s} ds < 5 (o).
Finally, the doubling property of f~!, monotonicity of ¢, and Proposition 3.2.3 give

1 1

——— /T (M1/2) §

s iaaay’ M S )

where the implied constant may depend on M. This finishes the proof of (3.5.17) for M > M;.
We next consider 0 < M < M;j. By monotonicity, the lower estimate remains valid for all

M > 0. Therefore, it is enough to show that for each 0 < M < M, there is C' > 1 such that for

all © < Apy/xo,

In(z) S

1

FTTORD 4 o) dt < O——2
PR = O )

&' (f=H(M/z))
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By [43, Theorem 3.1], there is ¢ty > 0 such that for all 0 < ¢ < ¢y,

p(t,x) S D1 (1/1).
If zg = 0, then tg = co. Since ® is almost increasing, we have

T < My < My
¢ (fTH(M/x)) — @(fH(Mi/x)) ~ @(fH(Mizo/A))

Hence, by continuity and positivity of p(¢, ) and ®~!(1/t), we can take

0= GO0 )

Therefore, by the change of variables t = x/¢'(s), we get

T

o' (f~T(My /=) p(t,a:) dt SJ &/ (F~1(My /) (I)—l(l/t) dt

TG Tt
(M /) /
[ e (® (S)>f(s) L
FN (M=) x s2¢'(s)
Next, by monotonicity and the doubling property of f~! and ¢, we obtain
—— (M /x /
TOTTONTD Ly 2y dt < 1 - _11 /f M/ )‘I)_1<¢(S))d8
T (fU(M/z)* & (fH(Mufx)) r=ryw) z 25 05
1 1 F7H (M /) ¢ (s) (3.5.25)
S 2" / (131( i )ds.
(F1(1/x)? ¢ (f1 (1)) Jr1r(p/a) x

Since, by (3.5.15), for s > f~1(M/z), we have

#(s) ()
T zf(s)

by monotonicity of ®~!, Proposition A.1.5, Remark A.1.7, and the doubling property of f~!

and &1, we get
fH(My /) /
/ o (2 s £ ()
f=H(M/x) x

which together with (3.5.25) give (3.5.17) for 0 < M < M;. This completes the proof of Claim
3.5.5.

Our next task is to deduce (3.5.16) from Claim 3.5.5. By Lemma 3.2.9 and Proposition 3.2.3,
there is a complete Bernstein function ¢ such that ¢ ~ ¢ and

e )
o) = Jlo) = =2,

for all z > xg. Let T be a subordinator with the Laplace exponent q~5 By p(t, -) we denote the
density of the probability distribution of T;. We set

S ©%(s),

0 (z) = /0 Tt @) dt
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and
oo

In(x) = p(t, =) dt.

T

& (f=1(M/2))
Fix M > 0. By Claim 3.5.5, there is Aj; > 0 such that for all x < Ap;/zp,
~ 1 1

™ S g~ oA/ (3:526)

On the other hand, since QNS is the complete Bernstein function, by (3.5.24) and [61, Corollary
2.6], there is C3 > 1 such that

. ~1 T (z (2 C ~1 .
b ) = ai/2)

Therefore, by (3.5.26), for x < Apr/xo,

1 11
¢ (F1(1/2)) zg(1/z)  zo(1/z)’

and (3.5.16) follows for all A < Ajs. Let us now consider A > Aj;. Observe that the functions

~ Iy (z) ~ (3.5.27)

[AM A] L
xo T xd(1/x)
and
[AM, A] Sz p(t, z)dt
o To =
o' (f~1(M/z))

are both positive and continuous, thus they are bounded for each A. Therefore, at the possible
expense of the constant, we can conclude the proof of the proposition. ]

Proposition 3.5.6. Suppose that b =0, —¢" € WLSC(a — 2, ¢, ) for some ¢ € (0,1], g >0
and o > 0, and that the Lévy measure v is absolutely continuous with respect to the Lebesgue
measure with an almost decreasing density v(x). Then there is € € (0,1) such that for each
A >0, there is C > 1 such that for all x < A/x,

o
zp(1/x)

Proof. In view of (3.5.27), it is enough to show that for some £ € (0,1) and all A > 0 there is
C > 1, such that for all z < A/xy,

ﬁf
/ab(f (1/x)) p(t,z)dt < C
0

1

TTITT 4 ) dt < C _
J PO = O 1)

(3.5.28)

Let ¢ € (0,1) and

A= min{1, 7}

=T

Suppose that
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that is
1

'S e i)

Hence, by monotonicity of ®~1 and ¢/,

T 1 :E IH—1 c E IH—1
> i) — @) 2 0@

By Proposition A.1.5 and the scaling property of ¢, there are ¢ € (0,1] and C' > 1 such that
v SOV (1) 2 Lo (W),
Therefore, by taking e = (2¢)~1cC?!, we get
x> 2etd (™ (1/1)).

Since v(z) is a almost decreasing density of v(dx), by Theorem 3.4.4, we get

Ftae ®(1/x) @ 2
| plt,o)dt S = <¢'<f1<1/z:>>> |

By (3.5.14), f~1(s) > s for s > f*(x¢), thus using (A.1.2),

z®(1/x) < o(1/z) _ 1
¢ (1 1/x)) — e(f (A x)) T

which entails (3.5.28). The extension to arbitrary A follows by continuity and positivity argu-
ment as in the proof of Proposition 3.5.4. O

It is possible to get the same conclusion as in Proposition 3.5.6 without imposing the existence
of the almost decreasing density of v(dz); however, instead we need to assume the weak upper
scaling of —¢".

Proposition 3.5.7. Suppose that b = 0 and —¢" € WLSC(a — 2, ¢, z9) N WUSC(5 — 2,C, x0)
for some ¢ € (0,1], C > 1, 29 > 0 and 3 < o < B < 1. Then there is € € (0,1) such that for
each A > 0, there is C1 > 1, so that for all x < A/x,

Fotam e 1
t,x)dt < C . 3.5.29

Proof. Let

A= min {17705 )

By repeating the same reasoning as in the proof of Proposition 3.5.6, we can see that the

condition
x

LS
implies

x> 2etg (v 1H(1/t))
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for ¢ = (2¢)~'cC*~!. Therefore, we can apply Theorem 3.4.3 to get

,%g ,%8
/M I (@) dt S <I>(1/ﬂf>/¢(f e 1) dt (3.5.30)
0 0

where the implied constant may depend on €. Since a > %, by Proposition A.1.5, [1, Theorem
3], and the doubling property of ®~! we obtain

/Ow—%mfft@l (L/6) dt < (d(f_fc(l/x)))?q)l (¢'(f;§1/x>))

t ) 031
x 1 T
< Gmam) (=)
In view of (3.5.15), we have
SU/) SO e

thus, by Proposition A.1.5 and Remark A.1.7,

(/e (SUTUD)Y o O 8

o () S gy 0 = Wy

In view of Propositions 3.2.3 and 3.4.2, we have f(s) ~ s for s > g, thus, f~'(s) ~ s for
s > f*(xo). Hence,

d(1/z)z® (¢ (fH(1/x))
i )5t

¢'(fH 1/ x
Therefore, by (3.5.30) and (3.5.31), we conclude that
A 1
plt,x)dt S ——————,
/0 ¢'(f1(1/x))

which, by Proposition 3.5.4 and (3.5.27), entails (3.5.29). The extension to arbitrary A follows
by positivity and continuity argument. O

Combining Propositions 3.5.4 — 3.5.7 we obtain a final result.

Theorem 3.5.8. Let T be a subordinator with the Laplace exponent ¢. Suppose that
¢ € WLSC(a, ¢, z9) N WUSC(S, C, zg)

for some c € (0,1], C > 1, 290 >0, and 0 < a < < 1. We assume that one of the following
conditions holds:

1. The Lévy measure v is absolutely continuous with respect to the Lebesgue measure with
almost decreasing density v(x), or

2. a> %
Then for each A > 0 there is C1 > 1 such that for all x < A/xy,
1 1

wh(ijm) =V =C

o = iy
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Proof. By Corollary 3.2.8, —¢” € WLSC(« — 2, ¢,20) N WUSC(8 — 2,C, xg). Let p(t, -) be the
transition density of T;. In view of Propositions 3.5.4, 3.5.6 and 3.5.7, and (3.5.27), it is enough
to show that for each A > 0 and € € (0,1) there is C; > 0 such that for all x < A/x,

EGRID)) 1
p(t,x)dt < Cr—————. (3.5.32)
T tam© ¢ (f~1(1/x))

By [43, Theorem 3.1], there is ¢ty > 0 such that for all ¢ € (0, ¢(),
p(t,x) S @1 (1/1).

If g = 0, then tg = co. We can take

X

0= )

Therefore, by monotonicity of ®~1, we get

SUTD g wyar < [ YT o (1) dt

T 1 ¢/(f_1(1/$))
= T (==)

By the doubling property of ®~!, definition of f and Remark A.1.7,

(b_l(cb’(f—l(l/w))) (I,_l(cb’(fl(l/w>>>

1( e*(f1(1/2)) )
zf*(f~1(1/x))
“H(1/a)

Y

IN A A
—-

24N
SH

since by the weak upper scaling property of —¢”, f(s) & s for all s > f*(z(). Consequently, we
obtain (3.5.32) and the theorem follows. O
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Chapter 4

Transition densities of spectrally
positive Lévy processes

4.1 Introduction

In this chapter we continue the approach proposed in Chapter 3 and adapt it to spectrally
positive Lévy processes. The content of this part is taken from the author’s article [69].

To be precise, our aim here is to discuss the behaviour of the transition densities of spectrally
one-sided Lévy processes of unbounded variation. Recall that by spectrally one-sided we mean
that the process X jumps only in one direction. In other words, the Lévy measure of X is
supported either on (—o0,0) or on (0,00). Note that by [93, Theorems 21.9 and 24.10], X is of
unbounded variation either when ¢ > 0 or the following condition is satisfied:

/ (1A z)v(dr) = cc. (4.1.1)
(0,00)

Therefore, in this chapter we exclude the case when X is a subordinator with drift. The inde-
pendent sum of Brownian motion and a subordinator, however, is included. Spectrally one-sided
Lévy processes, due to their specific structure, find natural applications in financial models, in
particular insurance risk modelling and queue theory and therefore, they have been intensively
analysed from that point of view. The prominent example here and, at the same time, one of
the first questions one would like to ask in the financial setting, is the so-called exit problem
— the identification of the distribution of the pair (77, X,,) where I is an open interval —
which has been intensively discussed over last decades. One should list here prominent works of
Zolotarev [107], Takacs [101], Emery [28] and Rogers [90]. Vast majority of results is expressed
by means of the so-called scale functions which have been of independent interest later on, see
e.g. Hubalek and Kyprianou [48] or Kuznetsov, Kyprianou and Rivero [66]. Also, specific struc-
ture of spectrally one-sided processes considerably simplifies the fluctuation theory for these
processes, which in the general case is rather implicit. For details we refer to books of Bertoin
[4, Sections VI and VII], Kyprianou [68] or Sato [93]. This short list is far from being complete
and for further discussion we refer to the works above and the references therein.

The abundant number of articles related to the financial applications stays in stark contrast
with the fact that surprisingly little is known about transition densities of general spectrally one-
sided Lévy processes, although it seems that such knowledge could potentially be an important
and useful tool. One may find e.g. asymptotic series expansion for the special case of stable
processes in the book of Zolotarev [108, Theorem 2.5.2] or the asymptotics with a fixed time
variable under rather implicit assumptions in a recent article by Patie and Vaidyanathan [79],

69
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but, to the author’s best knowledge, general results have not been obtained. In this chapter we
aim at filling this gap in the theory and analysing the behaviour of the transition densities of
spectrally one-sided Lévy processes in a feasibly wide generality.

Since we follow the approach from the previous chapter, the generality level also will be
expressed by means of scaling properties. From theoretical point of view, the absence of negative
(positive) jumps allows us to exploit techniques involving the Laplace transform, which can be
easily proved to exist (see e.g. the book of Bertoin [4, Section VII]). We exploit that property in
the first part, where we concentrate on derivation of the asymptotic behaviour of the transition
density, which is covered by the following result (cf. Theorem 3.1.1) under the assumption of
weak lower scaling property of ¢” with the scaling index a—2 where o > 0. Recall that in view of
Proposition A.1.8 we see that the Hartman-Wintner condition is satisfied and consequently, for
any t > 0 the distribution of X is absolutely continuous with respect to the Lebesgue measure
with a density p(¢, -).

Theorem 4.1.1. Let X be a spectrally positive Lévy process of unbounded variation with the
Laplace exponent ¢. Suppose that ¢" € WLSC(a — 2,¢,x9) for some ¢ € (0,1], 29 > 0 and
a > 0. Then for each € > 0 there is My > 0 such that

'p(t, —to! (w))/ 27t (w) exp {t(wgo/(w) - go(w))} - 1‘ <e,

provided that w > o and tw?” (w) > Mp.

Note that the signs in the exponent, in the radicand and in the argument of the heat kernel
are changed compared to Theorem 3.1.1. This phenomenon is partially due to the fact that
the integral representation of ¢ is slightly different than the one of a Bernstein function ¢. In
particular, we have that ¢ is convex while, ¢ is concave, see (2.2.11) and (3.2.1). An immediate
consequence of the results above is the following approximation which is valid in some region of
time and space:

p(t,z) ~ exp { —t(wy'(w) — p(w))}

te" (w)
where w = (¢')"}(—x/t). We repeat the remark that the result is very general, as the only
assumption is the lower scaling property with the index @ > 0. In particular, we assume
neither upper scaling property nor absolute continuity of the Lévy measure v. Observe that
the independent sum of Brownian motion and a subordinator is admissible. The case o = 2
is also included. Recall that without Gaussian component, the condition of having unbounded
variation is tantamount to satisfying the integral condition (4.1.1). In fact, if this is the case,
the assumption o > 0 may seem superfluous at first sight, as the integrability condition (4.1.1),
roughly speaking, requires enough singularity of order at least 1. One may, however, construct a
bit pathological example of a Lévy process of unbounded variation but with lower scaling index
strictly smaller than 1. The reader is referred for details to Remark 4.3.3 and Example 4.5.7, but
we highlight here that such processes are also included. Let us also repeat after Chapter 3 that
in some cases it is convenient to impose scaling condition on the real part of the characteristic
exponent or on the tail of the Lévy measure instead of on the second derivative of the Laplace
exponent. These two in fact imply the scaling of ¢ and we state that result in Propositions
A.1.8 and A.1.9. Moreover, if the scaling of Ret) holds true, then by (A.1.6) and (A.1.7), we
have, for some xy > 0,

224 (x) ~ Rew(z), « > wo.
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Admittedly, one of the strengths of Theorem 4.1.1 lies in the fact that the expression in the
exponent is given explicitly and there is no hidden, unknown constant. Nonetheless, in view of
the equation above, one can, if necessary, substitute the Laplace exponent with the characteristic
exponent at the cost of losing the exact formula and an implicit constant which will appear
instead.

Next, we restrict ourselves to processes of unbounded variation without Gaussian component
and focus on upper and lower estimates of the transition density. While the former, covered by
Theorem 4.4.2, does not require additional assumptions and is independent of previous results,
the latter, consisting of Lemma 4.4.4 and Lemma 4.4.5, requires apparently stronger conditions,
i.e. a>1and a > 1, respectively. They provide local and right tail lower estimates of the
transition density and the proof of the latter relies strongly on Theorem 4.1.1. As above, we
point out that the condition a > 1 is not very restrictive in the class of processes with unbounded
variation. Finally, we merge all the results mentioned above in order to obtain sharp two-sided
estimates. This result is displayed in Theorem 4.5.3 and below we present its version when the
obtained estimates are global both in space and in time. Let

6, = inf{s > 0: ¢/(s) > 0}.

Theorem 4.1.2. Let X be a spectrally positive Lévy process of infinite variation with
the Laplace exponent ¢ such that 61 = 0 and ¢'(0) = 0. Suppose that ¢ = 0 and
v € WLSC(a,¢) N WUSC(8,C) for some ¢ € (0,1], C > 1 and 1 < a < f < 2. We also
assume that the Lévy measure v has an almost decreasing density v(x). Then for all t € (0, 00)
and x € R,

(1" ()% exp { — t(w! () —p(w))}, if wp ' (1/1) < -1,
p(t,z) = ¢ o 1(1/t), if —1<ap Y(1/t) <1,
tz~Lo(1/x), if xeY(1/t) >1

where w = (') (—x/t).

Again, the reader may compare the result above with Theorem 3.1.2 and easily spot major
similarities and differences. Note that here we require both lower and upper scaling condition
with indices strictly separated from 1 and 2, i.e. 1 < a < 8 < 2. By inspecting the proofs of
Lemmas 4.4.4 and 4.4.5, Theorem 4.5.1, and Proposition 4.5.2, we see that covering the limit
cases using our methods is not possible, and it is not very surprising, as they usually require
more sophisticated methods or sometimes even a completely different approach. Nonetheless,
the asymptotic behaviour displayed by Theorem 4.1.1 covers both « = 1 and o = 2.

Finally, we should warn the reader that the content of this chapter displays significant
similarities to the one presented in Chapter 3. For instance, it may be easily observed that the
proof of Theorem 4.1.1 follows exactly the same pattern as the one of Theorem 3.1.1 with some
mild changes due to convexity of the Laplace exponent ¢, see also Remark 3.3.3. The same
rule applies to other, both preliminary and main, results of this chapter. With the intention to
make this part self-contained, we provide all proofs and argumentations in detail, but one will
easily spot multiple similarities to the results of Chapter 3. For the convenience of the reader,
we keep track of these connections and provide references to appropriate analogous results as
well as point out significant differences throughout the chapter.
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4.2 Properties of the Laplace exponent ¢

In this section we concentrate on the Laplace exponent ¢ and its properties. Recall that

P(\) = A — A + 00 (e — 14+ Aalyq) v(dz), X>0.

Note that here, contrary to the previous chapter, we allow v to be negative. Just for the record
we note that ¢(\) — oo as A\ — oo. Furthermore, by differentiating the identity above, we
conclude that also ¢/(A\) — co as A — co. The content of this part mirrors Section 3.2 devoted
to Bernstein functions in Chapter 3, but there are slight differences which will play some role
later on. In general, the proofs we provide are similar, but since ¢ is convex and not necessarily
positive in the neighbourhood of the origin, we need to keep track on the sign of ¢ and because
of that some minor technical difficulties appear. For this reason, we let 6y be the largest root of
. Note that there is always a root of ¢ at A = 0 and, due to convexity of ¢, at most one root
for A > 0, precisely in the case 7 > 0. We then have 6; < 0y and the equality may occur only
for the case 6y = 6; = 0. To summarise, the following identities hold:

1.0 >0 <= 6,>0 < 01 <) <= ¢'(0)<0 = ¢'(61) =0,
2.09=0 < 0, =0 < 6 =60y < £ (0) >0.

See Figure 4.2.1 for some glimpse on these relations. By the Wiener-Hopf factorization we get
that ¢ is necessarily of the form

P(A) = (A =bo)o(N), (4.2.1)

where ¢ is the Laplace exponent of a (possibly killed) subordinator, known as an ascending
ladder height process, with the Lévy measure w given by

w((z,0)) = eeox/;o e %%y ((u, 00)) du.

See Hubalek and Kyprianou [48, Section 4] and the references therein. Note here that ¢ is a
Bernstein function.

(a) Three different possible versions of ¢ depending (b) Visualisation of behaviour of ¢, ¢’ and ¢” in
on the value of ¢'(0T) the case 6p > 0 and ¢'(0") = —oc0

Figure 4.2.1: The visualisation of possible behaviour of the Laplace exponent and its derivatives.
The dashed line in Figure 4.2.1a corresponds to the first identity above while the solid and dotted
lines — to the second. Figure 4.2.1b is the extension of the case depicted by dashed line in Figure
4.2.1a.
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Remark 4.2.1. Observe that we may interpret (4.2.1) as follows: ¢ is, roughly speaking, one
order higher than ¢ in the sense of power of A. Therefore, one may expect various phenomena
which occurred for Bernstein functions to appear for the first derivative of ¢. This rule will be
visible in the forthcoming properties.

First, let us observe that by differentiating (2.2.11) and using the fact that for all > 0,
re T <1—¢e7,

we get that for all A > 0,
e(A) < A (V). (4.2.2)

We observe that the inequality in (3.2.2) is reversed. Furthermore, if 6y > 0, then —¢ is positive
and concave on (0,61). Thus, for all z < 6; and A < 1,

—p(x) = (—p(Ax)) < (1= Nz(—¢'(Ax)).

Thus, by (4.2.2), for all x < 6y and A <1,

A= ¢(z)) < —p(Az). (4.2.3)
The following proposition is the analogue of (3.2.3).

Proposition 4.2.2. Let ¢ be the Laplace exponent of a spectrally positive Lévy process of infinite
variation. There are C1,Cy > 1 such that ¢ € WUSC(1, C1, 2601 A0y) and ¢ € WUSC(2, Ca,26)).
Furthermore, if 0y = 0 and ¢'(0) =0, then C; = Cy =1, i.e. for allz >0 and X\ > 1,

o'(\r) <\ () and o(Az) < A2<p(1:).

Proof. Let X\ > 1. First, observe that by monotonicity of ¢”, for all = > 61,

Az T T
P a) =) = | @s)ds =X | "(As)ds <A | o"(s)ds = A/ (@) = ¢'(61)).
1 1 1
Thus, we get the claim for ¢’ in the case #; = 0 and ¢'(0) = 0. If #; = 0 but ¢’(0) > 0, then we
clearly have ¢’'(0) < \¢/(x) for all x > 0 and X\ > 1, and we get the claim with C; = 2. Finally,
if 1 > 0, then it remains to prove that there is ¢ > 0 such that for all x > 267 A Gy and A > 1,

@' (A1) < ed(x). (4.2.4)

Since ¢’(#1) = 0, by monotonicity of ¢ and ¢’, we obtain

A6y

P00 = [ () ds < (A= DB (61) < N1 (6) < AP (@)
01

where ¢ = (61¢"(01))/¢' (201 Aby), and (4.2.4) follows. Now, with the first part proved, a similar

argument applies to the second and therefore it is omitted. ]

The following property is remarkable in a sense that it holds for every Laplace exponent ¢.
This is not the case for Bernstein functions, cf. Proposition 3.2.3, but, in view of Remark 4.2.1,
this comparison is not exactly adequate. In this spirit we should rather say that the second part
of the following Proposition corresponds to (3.2.2) with n = 1.
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Proposition 4.2.3. Let ¢ be the Laplace exponent of a spectrally positive Lévy process of infinite
variation. There is C' = C(p) > 1 such that for all x > 26y we have

p(z) < 2¢'(2) < Cop(). (4.2.5)

Furthermore, for all x > 201,
20 (x) > " ().

Proof. We first observe that the first inequality of (4.2.5) follows from (4.2.2). Let = > 26y and
1 < b < a. By monotonicity of ¢/,

plaz) — p(bx) = w(a — b)¢ (ba).
Put b =1 and a = 2. By Proposition 4.2.2,

¢ (2)
o(r)

z¢' (z)

—1<4C -1
o(x)

<

where C is taken from Proposition 4.2.2, and the first part follows. For the proof of the second
part, it remains to observe that by monotonicity of ¢”, for x > 261,

@) 2 @) = ¢(0) = [ ¢(5)ds = (2 = 0)¢" (@),
1
Thus, for = > 26, we get the claim. ]

Corollary 4.2.4. Let ¢ be the Laplace exponent of a spectrally positive Lévy process of infinite
variation. There is ¢ = c(y) > 0 such that for all x € (0,6/2) U (26p, c0),

|o(x)| = ca®"(x).
The implied constant ¢ depends only on 0.

Proof. In view of Proposition 4.2.3, it remains to prove that if 6y > 0, then there is ¢ > 0 such
that for all = < 6y/2,
—p(x) > ey’ (z). (4.2.6)
From (4.2.1), we have
¢ () = 2¢/(z) + (00 — 2)(— ¢"(2)).
Hence, by (3.2.2), we have, for = < 6y/2,

—p(x) = (0o — 2)6(2) 2 ¢(x) = 2¢/(x) 2 2?¢ (). (4.2.7)
Moreover,
(00 — 2)¢() Z (0 — 2)2*(— ¢"(x)),
which together with (4.2.7) imply (4.2.6), and the claim follows. O

Now, we deduce some properties of ¢ and its derivatives which follow from scaling properties.
The first one is the analogue of Remark 3.2.5. Recall that the condition ¢'(61) = 0 corresponds
to the case EX; > 0, cf. (2.2.12). We note that this assumption is relevant, since if ¢'(61) > 0,
then we necessarily have #; = 0 and the extension argument of the scaling property of ¢’ at the
end of the proof may fail if zg = 0.
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Proposition 4.2.5. Let ¢ be the Laplace exponent of a spectrally positive Lévy process of infinite
variation such that ¢'(61) = 0. Suppose ¢ € WLSC(a—2, ¢, ) for some ¢ € (0,1], g > 0 and
a>0. Then ¢ € WLSC(a — 1,¢,29 V 61) and ¢ € WLSC(«, ¢, 20 V 6y).

Proof. We proceed as in the proof of Proposition 4.2.2. Let A > 1 and = > 61 V xg. By the weak
scaling property of ¢,

A\x T

P02) = ¢ 00) — NG V) = [ Gsds=A [ @(s)ds

)\(91V:1:0) 01Vxg

> el /6 ¢"(s)ds = A1y (2) — (01 V x0)),
1Vxo

and the claim follows for the case 61 > x¢. For the proof of the remaining case, we note that
¢ is positive (and obviously increasing) on [zg,00). Since ¢'(A\) — oo as A — oo, there is
x1 > xo such that ¢'(z) > 2¢'(x) for all z > 1, and consequently, ¢’ € WLSC(a —1,¢, 21) for
some ¢ € (0, 1]. Finally, using continuity and positivity of ¢’, we can extend the scaling area to
(z9,00) at the expense of the constant. The proof of the weak scaling property of ¢ follows by

an analogous argument. O

The next proposition to some extent corresponds to Propositions 3.2.2 and 3.2.3. Note that
the additional condition on the scaling exponent 7 appears here. It may seem innocent and
harmless at first glance, but it will have some impact on main results of Section 4.4.

Proposition 4.2.6. Let ¢ be the Laplace exponent of a spectrally positive Lévy process of infinite
variation such that ¢'(01) = 0. If ¢" € WLSC(1 — 1,¢,20) for some ¢ € (0,1], 2o > 0 and
7 > 0, then ¢' € WLSC(7,c, 29 V 01) for some ¢ € (0,1], o > 0 and 7 > 0. Conversely, if
¢ € WLSC(1,d, z1) for some ¢ € (0,1], x1 > 61 and T > 0, then also ¢" € WLSC(7 — 1, ¢, 21)
for some ¢ € (0,1]. Furthermore, if " € WLSC(1 — 1,¢,x¢), then there is C > 1 such that for
all x > xo V 201,

C7r (z) <z (z) < CY/(x). (4.2.8)

Proof. First, observe that, in view of Proposition 4.2.5, it is enough to prove (4.2.8) and deduce
scaling property of ¢” from the scaling property of .
Therefore, assume that ¢’ € WLSC(7, ¢, z1). By monotonicity of ¢, for 0 < b < a,

¢'(az) — ¢'(bz) _ x(a - b)p"(bx)

< , T >T.
¢’ (x) ' (x)
Put b = 1. Then by the scaling property of ¢/,
_ " ’
x(a 1)S0 (m) > ()0 (a/x) _ 1 2 CaT _ 1

@' () — P(x)

for all z > x1. Thus, for a = 2/7¢™Y/7 we obtain that ¢'(z) < z¢”(z) for all > z;, which,
combined with Proposition 4.2.3, yields (4.2.8) for x > x1 V 261, and the scaling property of ¢”
follows for = > x1V 26,. Furthermore, observe that if z; = 0, then we necessarily have #; = 0. If
this is not the case, then observe that by the positivity and continuity of ¢/, we may extend the
scaling property on the set (z1,00) as claimed. Moreover, another application of Proposition
4.2.3 yields that if ¢” € WLSC(7 — 1, ¢, x¢), then we in fact have 1 = 2o V 6;. This completes
the proof. O

Combining Propositions 4.2.3 and 4.2.6, we immediately obtain the following corollary.
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Corollary 4.2.7. Let ¢ be the Laplace exponent of a spectrally positive Lévy process of infinite
variation such that ©'(61) = 0. If ¢" € WLSC(a—2, ¢, x¢) for some ¢ € (0,1], zg > 0 and o > 1,
then ¢ € WLSC(a, ¢/, 29 V bp) for some ¢’ € (0,1]. Conversely, if ¢ € WLSC(a, ¢, 1) for some
d € (0,1], x1 > 6y and a > 1, then ¢" € WLSC(a — 2,¢,21) for some ¢ € (0,1]. Furthermore,
if " € WLSC(« — 2, ¢, ), then there is C > 1 such that for all x > xy V 26,

C'lp(x) < a?¢"(x) < C'p(a).

At the end of this section let us stress one vital observation. Note that in the preceding pre-
liminary results we do not impose the upper scaling property and the only restriction appearing
e.g. in Corollary 4.2.7 is the lower scaling condition with o > 1. As we have seen in Chapter 3,
at some point it was important to assume the upper scaling condition with 8 < 1 or, informally
speaking, to be separated from or even to be below the limit case § = 1. The content of this
section suggests that in case of spectrally positive Lévy processes of unbounded variation, this
separation will also play a role but with the difference that here we will assume the lower scaling
property with a > 1, which may be understood as separation from or being over the limit case
« = 1. These intuitions will come into play e.g. in the proof of lower estimate of the transition
density in Section 4.4, see the comment before Lemma 4.4.5.

4.3 Asymptotic behaviour of density

This section is devoted to the proof of Theorem 4.1.1 and its consequences. We follow almost
directly the reasoning presented in Chapter 3 with some mild modification resulting from the
convexity of ¢. There is, however, one substantial difference. Namely, if T = (T3: ¢t > 0) is a
subordinator, then for every ¢ > 0 its distribution is supported on the positive half-line. This
is not the case for spectrally positive Lévy processes of unbounded variation, where, for every
t > 0, the support of the distribution of X; is the whole real line. This contrast is reflected
in regions of asymptotics in Theorems 3.1.1 and 4.1.1, but perhaps the best insight one may
achieve through comparison of Corollaries 3.3.6 and 4.3.5. We shall comment on it later on.

Before embarking on our main results, let us prove one key lemma which provides control on
the real part of the holomorphic extension of the Laplace exponent. Its proof follows the proof
of Lemma 3.3.1.

Lemma 4.3.1. Suppose that ¢" € WLSC(«a — 2, ¢, x9) for some ¢ € (0,1], 2o > 0 and o > 0.
Then there exists C' > 0 such that for all w > z¢ and A € R,

Re (p(w) — p(w +1iX)) = ON*(¢" (A V w)).
Proof. By the integral representation (2.2.11), for A € R, we have
Re (p(w) — p(w +i))) = o?\* + (1 —cosAs)e™ " v(ds).
(0,00)

In particular, we see that the expression above is symmetric in A. Thus, it is sufficient to consider
A > 0. Moreover, we infer that
Re (p(w) — p(w + X)) 2 A\ <02 - slemws V(ds)). (4.3.1)
(0,1/X)

Due to Lemma A.1.1, we obtain, for A > w,

Re(p(w) —plu+i0) 2 02(o?+ [ 2u(ds)) 2 2200,

(0,1/X)
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If w> A >0, then by (4.3.1),

Re (p(w) — plw+0) 2 (o7 + [ ewuin) e (et [ uias)),

(0,1/w) (0,1/w)

which, together with Lemma A.1.1 ends the proof. O
Proof of Theorem 4.1.1. Let x = —t¢'(w) and M > 0. We first show that
¢—O(x/t,0)

p(t,x) = % . W Rexp{ _t<@<:§’\/tg;f’w> — @<f,0>>}du, (4.3.2)

provided that w > zg and tw?y”(w) > M, where for A > 0 we have set
O(x/t,\) = —(p(w +iX) + %(w +iN). (4.3.3)

To this end let us recall that, by the Mellin’s inversion formula, if the limit

1 w+iL
lim —/ et PNFAT g\ exists, (4.3.4)
L—oo 274 w—ilL

then the probability density p(t, -) satisfies

1 pw+til
p(t,z) = lim — / PN +Az g\
L—o0 271 Jw—il,

Using change of variables twice, we obtain

w—+iL L
1 / + leNHAT gy _ 1/ o 1O/1A) gy
L

27ri w—il 27
eft®(m/t,0)

_ %/_LL exp { = 1(6(z/t,A) = O(x/t,0)) } dA

e—t@(a:/t,[)) Ly/tp" (w) T U T
SR exp{ —t e(,)_e(,o> du.
2/t (W) J-Ly/iew) "Vt (w) t
Next, we observe that there is C' > 0, not depending on M, such that for all u© € R,

{Re (e(f, w;/w) - @(f,o)) > 0 (u? A (2172, (4.3.5)

provided that w > z¢ and tw?¢”(w) > M. Indeed, by (4.3.3) and Lemma 4.3.1, for w > zo, we
get
e (02—t ) -o(2.0)) 2 B (M)
( t’ /i (w) t ~ o w)? \ Vi (w)
and (4.3.5) follows by the scaling property of ¢”. Hence, (4.3.4) follows from the dominated

convergence theorem. Consequently, Mellin’s inversion formula yields (4.3.2).
Next, we prove that for each ¢ > 0 there is My > 0 such that

Aexp{t<@(j,w) @(j,o))}duée-mu

<e, (4.3.6)
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provided that w > x¢ and tw?¢”(w) > My. In view of (4.3.5), by taking My > 1 sufficiently
large, we get

(BRI,
and

1,2

e 2% du<e. (4.3.8)
Jul> My

Next, let us observe that there is C' > 0 such that

T u T 1 5
t(‘a(tum) - 9(#’)) ~ gl
Indeed, since 9)O(z/t,0) = 0, by Taylor’s formula we get

v N _g(% o)) = Lup 12(96)!”!2_1 2
Jul?

29" (w)

. We also have

< e Ol du <e, (4.3.7)
= Jul=my -

0

1
< Clul*M, °. (4.3.9)

(4.3.10)

|o"(w) = " (w + i8],

]
" (w)

" (w) — ¢ (w +i€)| < /(0 )SQe_wsle_igs — 1| v(ds)
,00

< 2|¢| s3e7 y(ds)
(0,00)

= 2/¢[( = ¢"'(w)).

Since " is completely monotone and has a doubling property, by Proposition 3.2.1, we have,
for w > xg,

where ¢ is some number satisfying |¢| <

" (w) 2 w(—¢"(w)),
which together with the estimate of || yield

ul  ¢(w)

1
< CM, 2 |ul¢” (w),
S S OM el (@)

" (w) = ¢"(w +ig)| < C

if only tw?¢” (w) > My, proving (4.3.9) through (4.3.10). Finally, since for any z € C,
o2 = 1] < [zlel,

(4.3.9) implies

x U T 1,2
|/|u|<M;/4 ol ~(6(F yam) ~0(70)) e [ e+

1 1
exp{ — =|ul®> + CM, 2 |ul® Hul® du < ¢,
luf? + Mg

[V

1
< CM, ?
0 lul<My/*

provided that M, is sufficiently large, which together with (4.3.7) and (4.3.8) complete the proof
of (4.3.6) and the theorem follows. O
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Remark 4.3.2. Let us repeat after Remark 3.3.2 that if £y = 0, then the constant M, in
Theorem 4.1.1 depends only on « and c¢. If xg > 0, then it also depends on

T
x€[x0,2x0] QPH(ZE)

Remark 4.3.3. Suppose 0 = 0. It is known (see e.g. [43, Lemma 2.9]) that the scaling property
with the scaling index o > 1 implies unbounded variation. Theorem 4.1.1, however, holds in
greater generality. Namely, there are processes of unbounded variation which satisfy scaling
condition with « strictly smaller than 1 and one may construct a Lévy measure which satisfies
(4.1.1) and whose corresponding second derivative of the Laplace exponent has lower and upper
Matuszewska indices of order —% and —%, respectively. Thus, in this example the lower scaling
condition for ¢” holds only for @ < 1. An example of such process is constructed in Example
4.5.7. We also note that the Gaussian component is not excluded.

The following corollary is an immediate consequence of Theorem 4.1.1. The reader may
compare it with Corollary 3.3.4 and conclude that in this case there is no lower bound on z.
From the analytical point of view one may notice that, contrary to the subordinators setting,
¢ is strictly increasing and limy_,, ¢'(\) = oo; hence, there is no additional restriction on x.
This coincides with the fact the support of the distribution of X; is the whole real line and

consequently, no additional lower bound on x is required.

Corollary 4.3.4. Suppose that ¢" € WLSC(«a — 2, ¢, zg) for some ¢ € (0,1], 29 > 0 and o > 0.
Then there is My > 0 such that

exp { = t(wy'(w) — p(w))},

P )

uniformly on the set
{(t,x) € Ry x R: x < —t¢(w0) and tw?y" (w) > My}
where w = (@)~ (—z/t).

As aforementioned at the beginning of this section, we encourage the reader to compare the
next result with Corollary 3.3.6. It is clear that both of them describe some region of time and
space, and this area may be informally described as small times (unless we have global scalings
and 6y = 0 in case of spectrally positive Lévy process of unbounded variation) and small x with
respect to time. Now, in case of subordinators, the concept of smallness of x is understood as
closeness to the origin. Here, the situation is somewhat different, as by small we mean simply
smaller than without any other restrictions. That is to say, for a fixed ¢ the set described by
Corollary 4.3.4 is a half-line. This contrast is in line with our expectations as in both cases we
cover the left endpoint of the support of the probability distribution. We note in passing that
in this way the reader may also perceive the idea of separation from the limit case « =1 (5 = 1)
in yet another setting.

Corollary 4.3.5. Suppose that ¢ € WLSC(a — 2, ¢, zg) for some ¢ € (0,1], 2o > 0 and o > 1.
Assume also that ¢'(61) = 0. Then there is M > 0 such that

p(t,z) ~

tstj’(w) exp { — t(we' (w) — p(w)) }.
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uniformly on the set
{(t,z) e Ry x R: —zp H(1/t) > M and 0 < tp(zo V 26p) < 1}, (4.3.11)
where w = (@) (—xz/t).

Remark 4.3.6. As already stated, the condition ¢'(61) = 0 covers the case EX; € [0, 00]. For
the case EX; > 0 it is not, however, optimal, because we do not treat positive x which may be
in the area from Corollary 4.3.4. We also note that a = 2 is included.

Proof. We verify that for (¢, ) belonging to the set (4.3.11), we have w > x¢ and tw?¢" (w) > My

where w = (¢') " (—x/t). Let M > C1Cy where Cy, Cy are taken from Propositions 4.2.3 and

4.2.2, respectively. By Propositions 4.2.3 and 4.2.2,

—x 1 ple~'(1/1) —1 -1 reo—1 I e P |

—>M =M >Ci(C]Cy M 1/t)) > ' (C{ Cy "M 1/t)).
; to-1(1/%) (1)) 1(Cr Gy )80(90 (/))—90( 1 2 P (/))

Thus,

w= () (—x/t) > CTPCT M1 (1/1). (4.3.12)

In particular, w > zo V 26p. Next, by Corollary 4.2.7, there is ¢; € (0, 1] such that tw?¢" (w) >
citp(w). Since, by Proposition 4.2.5, there is ¢z € (0, 1] such that ¢ € WLSC(a, c2, 0 V 0p), we

obtain .
w
to(w) = c2 (_) .
= e\ G
Therefore, in view of (4.3.12), we get that
tw? " (w) > crea(Cy 1Oy P M) > My,

provided that M is sufficiently large. Applying Theorem 4.1.1 yields the desired result. O

4.4 Upper and lower estimates of the density

Now, let us turn our attention to upper an lower estimates of the density of X. As already
stated, we are not aware of works that would treat transition densities of spectrally positive
Lévy processes of unbounded variation specifically. The overview of general research in this
area was already presented in Chapter 3, so we will excuse ourselves and only refer to the
beginning of Section 3.4 therein. For the sake of clarity, we note that we always assume ¢ €
WLSC(a — 2, ¢, x0) for some ¢ € (0,1], o > 0 and « > 0. Then, by Proposition A.1.8 and the
Hartman-Wintner condition (HW), the probability distribution of X; has a density p(t, - ). We
use the notation from Chapter 3 and set

®(z) = 22" (z), = >0.
Clearly, ® € WLSC(a, ¢, ). By @' we denote its right-sided inverse, i.e.
d1(s) = sup{r > 0: ®*(r) = s},

where
®*(r) = sup D(s).
0<s<r
Again, various consequences of the lower scaling property of ¢” are derived in Appendix A
in order to avoid unnecessary duplication. In the beginning we establish a version of Proposition
3.4.2. Note that the analogous separation from the limit case & = 1 also plays a role here.
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Proposition 4.4.1. Suppose that " € WLSC(a — 2,¢,x9) for some ¢ € (0,1], 29 > 0 and
a > 1. Assume also that ¢'(01) = 0. Then for all x > xo V 26y,

and for all v > ®(xg V 26)),
O7H(r) = 7 (r).

Proof. Corollary 4.2.7 and Remark A.1.6 yield the first part. The proof of the second is omitted
due to similarity to the proof of Proposition A.1.5. O

4.4.1 Upper estimates

From this moment on, we additionally assume that ¢ = 0. As explained in the introduction,
that is equivalent to saying that X satisfies the integral condition (4.1.1). Recall that, since ¢”
is positive and continuous on (0, c0), if ¢ > 0, then, at the cost of the constant ¢, we can extend
area of comparability to any x1 € (0,x¢) so that ¢” € WLSC(a — 2, ¢, 1), where ¢ depends on
x1. Thus, if ; > 0 and x¢ > 0, then we may and do assume that xg is shifted so that =g < 6.
With this in mind, let us define n: [0, 00) — [0, oc],

00 if s =0,
n(s) =< s71@*(1/s)  if0<s <yt
As7Hp(1/s)| if zgt < s,

where A = ®*(z¢)/|¢(x0)|.

Let us comment on the function 7. As we will see in Theorem 4.4.2, it will play a role of
majorant on the transition density. In such setting it is clear that 1 must be non-negative.
Moreover, in the proof we will need it to be monotone. Now, if #; > 0, then we know that ¢ is
indeed monotone for = € (0,6;), but it is also negative. Thus, a change of sign in the definition
of 1 is required. On the other hand, if §; = 0, then ¢ > 0 and there is no need for absolute value
and shifting of xg. In general, however, ¢ may be negative in a neighbourhood of the origin and
may change sign at 6y, so one has to be careful in expanding scaling area to the proper place.
Note that, by Corollary 4.2.4 and Remark A.1.6, we have A < ¢’ where ¢ depends only on 6.

Recall that

b =+ 3(]ls<r - ]ls<1) V(ds)'
(0,00)
The next theorem provides the upper bound on the transition density. The reader may easily
verify that it is a counterpart of Theorem 3.4.4.

Theorem 4.4.2. Let X be a spectrally positive Lévy process of infinite variation with Lévy-
Khintchine exponent v and Laplace exponent p. Suppose that o = 0 and ¢" € WLSC(a—2, ¢, z¢)
for some ¢ € (0,1], xg > 0 and a > 0. We also assume that the Lévy measure v has an almost
decreasing density v(z). Then there is C > 0 such that for all t € (0,1/®(z0)) and x € R,

p(t,l’ + tbl/z/rl(l/t)) < C'min {(I)_l(l/t),tn(|l'|)}.

Proof. In the first step we verify the assumptions of [42, Theorem 5.2]. First, observe that for
any A > 0,
1/
S0 > / 2eMu(s)ds > v(1/ AN, (4.4.1)
0
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thus, by Corollary 4.2.4, v(z) < n(z) for all z > 0. Since 7 is non-increasing, we conclude

~

that the first assumption is satisfied. Next, we claim that 7 has a doubling property on (0, c0).
Indeed, since ¢” is non-increasing, by Remark A.1.6 we have for 0 < s < z ! that,

n(3s) ~ s 29"(2/s) S 572" (1/s) ~n(s).

This completes the argument for the case g = 0. If g > 0, then Proposition 4.2.2 (or (4.2.3)
if 6y > 0) yields the claim for s > 2z L. Lastly, the function

o*(2x)
o ()]

[%mo,xo} S

is continuous, hence bounded.

Therefore, since s A |z| — %]:):\ > %s for s > 0 and z € R, the doubling property of n and
(A.1.6) imply the second assumption. Finally, since ¢* has the weak lower scaling property and
satisfies (A.1.7), by [43, Theorem 3.1] and Proposition A.1.4, there are C' > 0 and ¢; € (0, 00]
such that for all ¢ € (0,#1),

[ as < ey 1),
R

with ¢; = oo, whenever xg = 0. Note that if ¢t; < 48/®(xg), then using positivity and mono-
tonicity we can expand the estimate for ¢; < ¢ < 48/®(xy), and the first step is finished.
Therefore, by [42, Theorem 5.2], there is C' > 0 such that for all ¢ € (0,1/®(z¢)) and x € R,

Pt + thy jyp-1(1/1) < C¥~'(1/t) - min {Ltw_l(l/t))il??(@\) +(1+ ’xw_l(l/t))ig}-
Now, it suffices to prove that

v
(1+ |zp-1(1/)* ~

tn([z]), (4.4.2)
whenever tn(|z]) < g‘lfl(l/t).
First, let us observe that for any e € (0, 1], the condition tn(|z|) < %@‘1(1/75) implies
t0*(1/|z]) < elz|@1(1/2). (4.4.3)

Indeed, by Corollary 4.2.4 and Remark A.1.6, we have |z|n(|z|) > 4®*(1/|z|), which entails

- C/

(4.4.3). Furthermore, we have £'/3|z|®~1(1/t) > 1, since otherwise by (A.1.3) we would have

1 1
* < *
1<t® (51/3|x|> = 52/3tq) (1/]xl),
which in turn would yield
V32| d1(1/t) < e 23t9* (1/|x]),

contrary to (4.4.3).
Now, we suppose tn(|z|) < gqu(l/t), Since |z|®~1(1/t) > 1, by (A.1.3) we infer that

*(1/]xl) 1 N I €700

O SR W D 7 el /) T @+ fefe1/0)

It remains to notice that Proposition A.1.5 entails (4.4.2), and the proof is completed. O
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Remark 4.4.3. In the statement of Theorem 4.4.2 we may replace by /y-1(1/1) With by /e-1(1/1)-
Indeed, if 0 < r1 <19 < 1/P(x0), then by (A.1.6) and Proposition A.1.5,

|br, — by, | < /( ]su(ds> < 3h(re) St rdt (ry ) S i3 (Y.
71,72

Thus, again by Proposition A.1.5, there is C' > 1 such that for all ¢ € (0,1/®(zo)),

C
B = be-ram]| < WD)

Now, recall that if tn(|z]) < %@‘1(1/7&), then, by the proof of Theorem 4.4.2, we have
|z|®~1(1/t) > e~ Y/3. Therefore, by taking ¢ = (2C)~3, we obtain |z| > qr%i(ci/t)’ and, by
monotonicity and doubling property of 7, we conclude that

77(’96‘ + 75(51/1;)71(1/0 - bl/@*(l/t)) D S n(lz)).

4.4.2 Lower estimates

We begin with an estimate which, together with (A.1.6), (A.1.7), [43, Theorem 3.1}, and Proposi-
tions A.1.4 and A.1.5 (or Theorem 4.4.2 if the Lévy measure v has an almost decreasing density),
will allow us to localize the supremum of p(t, -). It is the analogue of Theorem 3.4.7 but here
the main work is already done. Recall that the key point in the proof of Theorem 3.4.7 was to
prove that the support of the probability distribution of a limit random variable contains the
appropriate half-line. In our setting this problem is resolved by Grzywny and Szczypkowski [43]
in Theorem 5.4. We encourage the reader to consult its proof for a conclusion that the analogous
obstacle in the form of the support of the limit random variable was resolved precisely under
the assumption o > 1. In the following lemma we apply this result.

Lemma 4.4.4. Let X be a spectrally positive Lévy process of infinite variation with Laplace
exponent ¢. Suppose that o = 0 and ¢" € WLSC(a — 2, ¢,x9) for some ¢ € (0,1], xg > 0 and
«a > 1. Then there is My > 1 such that for each M > My and p1, p2 > 0 there exists C' > 0, so
that for allt € (0,1/®(x0)) and any x € R satisfying

i e @ ) < g P

we have
p(t,z) > COH(1/t).

Proof. Without loss of generality we may assume that b = 0. By [43, Theorem 5.4], for any
6 > 0 there is ¢ > 0 such that for all ¢ € (0,1/®(z0)) and |z| < Oh~1(1/t),

p(t,x + thy-1(1/1)) > c(h=t(1/t) "

Since, by Propositions A.1.4 and A.1.5, we have h=(1/t) =~ 1/®~1(1/t) for all t € (0,1/®(x0)),
it suffices to prove that

_ C
‘tgol(q) 1(M/t)) +tbh71(1/t)‘ < Wll/t)
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for some ¢; > 0. To this end, observe that for A1, Ay > 0, we have

A2 00
<\ / s2v(ds) + se” % p(ds)
0 A2

SMAK(A2) + AT Th(A9).

/) bl = | [ s(lan, =) o)

Now, put A\; = ®~1(M/t) and Ay = h=1(1/t). Then, using again Propositions A.1.4 and A.1.5,

we infer that )

td—1(1/t)’
and the proof is completed. O

|90/(>‘1) + b>\2| 5

In order to complete the picture, it remains to investigate the transition density on the right
side of its supremum. After reading Chapter 3, it is not surprising that the expected expression
by means of the Lévy density v(x) appears also in case of spectrally one-sided Lévy processes as
the following lemma states. Note, however, that here the assumption on the scaling exponent «
is even more restrictive than in Lemma 4.4.4. It stays in contrast to the situation in previous
chapter, where the assumption on « in corresponding Theorem 3.4.7 and Proposition 3.4.9 are
the same, but for the sake of clarity we should note that in both of these results additional
assumptions on —¢” appear.

Lemma 4.4.5. Let X be a spectrally positive Lévy process of infinite variation with the Laplace
exponent @. Suppose that o = 0 and ¢" € WLSC(« — 2, ¢, z9) for some xg > 0, ¢ € (0,1] and
a > 1. We also assume that the Lévy measure v has an almost decreasing density v(x). Then
there are My > 1, po > 0 and C > 0 such that for allt € (0,1/®(zo Vv 2601)) and

Po
> 77
TSy

we have
p(t,z) > Ctv(x).

Proof. Without loss of generality we may and do assume that b = 0. Let A > 0. We decompose
the Lévy measure v(dz) as follows: let vi(dx) = vi(z) dx and vo(dx) = vo(x) dx, where

Vl(x) = %I/(x)]l[/\’oo) (w) and Vg(x) = l/(aj) -1 (x)
For u > 0 we set
o) = [T = Dl ds,

N ) (4.4.4)
pa(u) = /0 (€™ — 1+ uslser)va(s) ds + u/o svi(s)ds = o(u) — p1(u).

Let X be spectrally positive Lévy processes having the Laplace exponent ¢;, j € {1,2}. First,
we observe that %I/ < vy < v, thus, for every u > 0,

1
§¢MS%MSWM,

and consequently, .
§®(u) < Py(u) < D(u). (4.4.5)
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In particular, since ¢” € WLSC(a — 2, ¢, x), by Proposition A.1.8 and the Hartman-Wintner

condition (HW), random variables X; and Xt2) are absolutely continuous for all ¢ > 0. By
p(t, -) and p@(t, -) we denote its densities. Observe that X(1) is in fact a compound Poisson

process. If we denote its probability distribution by Pt(l)(dx), then, by [93, Remark 27.3],
Pt(l)(dx) > te Ry (2) da. (4.4.6)

Note that if A > ¢1/®~1(1/t) for some ¢; > 0, then by (A.1.6),

tr1(R) = ;t/

A

o

V() do < %th(cl Jo (1/8) < th(1/371(1/1) S 1 (4.4.7)

where in the third line we use [43, Lemma 2.1].
Now, denote
wp = —tph (23" (Mo /1))
where My is taken from Lemma 4.4.4. We claim that there is pg > 0 such that for all ¢ €
(0, 1/(132(.%0 \Y 291)),

Po
— = > . 4.4.
s = M (4.4.8)
Indeed, observe that, by (4.4.5), for any s > 0,
Dyl (s) > d71(s). (4.4.9)

Thus, using Proposition 4.2.6 and monotonicity of ®~!, we conclude that there is c; > 0 such
that

_ My 1 co My co My
toh (051 (My/t)) < cot— < < ,
‘102( 2 (Mo/ )) =20 <I>2_1(M0/t) = -1 My/t) — dL(1/t)
and (4.4.8) follows with pg = caMp.
Now, we apply Lemma 4.4.4 for X®). For all p > 0 there is C' > 0 such that for all
t € (0,1/Pa(x0 V 261)) and = € R satisfying

P
@5 (1/1)

p

<z<m+ ——,
ST e (1)

Tt —
we have
P (t,x) > Coy(1/t). (4.4.10)

Note that, since ¢, > ¢’, we have that 6; for po cannot be bigger that 6; for ¢. Thus, if
xo V 207 > 0 in (4.4.10), then we may easily extend the above for ¢ € (0,1/®(zo V 261)). Let po

be taken from (4.4.8) and set A = ZL‘t—{—m where p = %po. Then it follows that A > %%,
and consequently,
A
/ PP (t, ) de > 1. (4.4.11)
0

Thus, using (4.4.6) and (4.4.7), for = > 2\, we have

pta) = [P0 — POy 2 ¢ [ 92—y dy = 5t [ 9O -y dy
R R A

Finally, using almost monotonicity of v and (4.4.11), we get

plts) 2 (@) [ Pt dy 2 t0(2).
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Now, it remains to observe that by (4.4.4), for any u > 0,

@y (u) > @' (u).

Thus, by (4.4.9),

A= —tly (B3 (Mo/t)) + < —t' (@71 (Mo /1)) +

p
o-1(1/1) o-1(1/t)

The proof is completed. ]

4.5 Sharp two-sided estimates

This section is devoted to derivation of sharp two-sided estimates. As mentioned in the intro-
duction, we will require here the upper scaling condition as well in order to express the Lévy
density by means of Laplace exponent ¢. First, however, thanks to strict separation from the
limit case o = 1, we are able to provide simpler expression for the localization of sup,cg p(t, z).
The following result is the counterpart of Theorem 3.4.10.

Theorem 4.5.1. Let X be a spectrally positive Lévy process of infinite variation with the Laplace
exponent . Suppose that o =0 and ¢ € WLSC(a, ¢, zg) for some ¢ € (0,1], xg > 0 and a > 1.
We assume also that ¢'(61) = 0. Then for all —oco < x1 < x2 < 0o there is C' > 0 such that for
allt € (0,1/®(xg V 20y)) and x € R satisfying

X1 < xgo_l(l/t) < X2,

we have

C Yot (1/t) < p(t,z) < Cp~t(1/1). (4.5.1)
Proof. First, let us note that, by Proposition 4.4.1, there is €’ > 1 such that for all
re (0, 1/(1)(.%'0 V 290)),

Ot ) < o) < C'RTH(r). (4.5.2)
Thus, in view of (A.1.6), (A.1.7), [43, Theorem 3.1], and Propositions A.1.4 and A.1.5, it is
enough to prove the first inequality in (4.5.1). Next, we observe that assumptions of Lemma 4.4.4
are satisfied. Let My be taken from Lemma 4.4.4; for fixed M > My and t € (0,1/®(zq V 26)))

we set
xp = —t' (7H(M/)).

By Propositions 4.2.3 and A.1.5, and (4.5.2), there is ¢; € (0, 1] such that

¢
=t (1/t)

Furthermore, by Proposition 4.2.6, (A.1.4) and (4.5.2), there is C; > 1 such that

' (@1 (M/t)) >

_ Cy
to' (@Y (M/t)) < ————.
( D
Now, we apply Lemma 4.4.4. Pick p; and p2 so that
—cl—ﬂg)g and —C1+@2X2.

c’ c’
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Then is is clear that

X1 X2 p1 P2
et (1/t)’ 90‘1(1/t)} - (xt Tyt ‘I"l(l/t))'

Hence, by Lemma 4.4.4 and (4.5.2), for all t € (0,1/®(zo V 26y)) and x € R satisfying

x1 <z H(1/t) < xo,
we have
pt,x) Z o (1/t),

and the theorem follows. O

Proceeding exactly as in the proof of Proposition 3.4.11 and applying Corollary 4.2.7 yields
the following.

Proposition 4.5.2. Assume that the Lévy measure v has an almost decreasing density v(x).
Suppose that ¢’ (01) = 0 and ¢ € WLSC(a, ¢, zg) N WUSC(8, C, zg) for some c € (0,1], C > 1,
29 > 0p and 1 < a < B < 2. Then there is ¢ € (0,1] such that for all0 < x < x5 A (200)~ 1,

v(z) >z to(l/z).

Now we are ready to prove our main result of this section. Recall that its special version
when xg = 0 is depicted by Theorem 4.1.2 in the introduction of this chapter. In such case the
estimates are in fact global both in space and in time.

Theorem 4.5.3. Let X be a spectrally positive Lévy process of infinite wvariation with
the Laplace exponent ¢ such that 61 = 0 and ¢'(0) = 0. Suppose that ¢ = 0 and
v € WLSC(a, ¢, z9) N WUSC(S, C, xg) for some c € (0,1], C > 1, 290>0,and 1 < a < < 2.
We also assume that the Lévy measure v has an almost decreasing density v(z). Then there is
x1 € (0,00] such that for allt € (0,1/®(z9)) and x € (—o0, 1),

(" ()2 exp { — t{wg(w) — ()}, i wp ' (1/t) < —
p(t,x) = ¢ o 1(1/t), if —1<mzp 1(1/t)
tr~lp(1/z), if xe(1/t) > 1.

where w = (¢') Y (—x/t). If 19 =0, then 11 = oo
Proof. Set =1 = xal. First, we note that in view of Propositions 4.2.3 and 4.2.6,
¢" € WLSC(a — 2, ¢, z0). Hence, by Corollary 4.3.5, for xy1 = —M A —1,
1
plt, ) ~ (" () exp { — (g (w) — p(w))} (45.)

if only x¢~1(1/t) < x1. In fact, if x; < —1, then we also have

1 _
(te" (w))? exp { — t(we' (w) — p(w))} ~ ¢~ (1/t) (4.5.4)
for x1 < xp~1(1/t) < —1. To show this, we first prove the following.

Claim 4.5.4. There exist 0 < ¢; <1 < ¢y such that for all t € (0,c1/P(z0)) and z € (—o0, 1)
satisfying
x1 <z ' (1/t) < -
we have
—t' (¢ Hea/t) <@ <t (97 (er/1)).
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Indeed, by Proposition 4.4.1, there is C; > 1 such that for all r > ®(xg),
Cr'o7H(r) < 7' (r) < G107 (r),
Let ¢ = (—x1C"C3)*/(@=1) € [1,00) where C” is taken from (A.1.13). Then it follows that
6o eaft) < & VUCRCeTH(1/1) = (—xa) T (1),
Thus, by Proposition 4.2.3,

02 =i 2 ey 2t /)

Moreover, also by Proposition 4.2.3, with ¢; = C~%/(@=1) we have, for ¢ € (0,c1/(x0)),

1o Cc 1 (1/t) Cef* Ve
te' (¢ e /1)) < S e/t sO‘ll(l/t) ’
thus,

1 _
r < T S < —tg (o (a1 /1),

and the claim follows.
Now, using Claim 4.5.4, Proposition A.1.5, (A.1.4), and Proposition 4.4.1, we get that for
all t € (0,c1/®(x0)),
w e (1/t). (4.5.5)

Hence, in view of Proposition 4.2.3, tw¢'(w) = 1 and consequently,
exp { — t(wy' (w w))} ~ 1.
Furthermore, by Proposition 4.2.6,
¢ (w) = wy'(w),
which, combined with (4.5.5), yields
1 N w N
Vig"w)  Vwg'(w)
and (4.5.4) follows for t € (0,¢1/®(xz0)).

Next, recall that 6; = 0 and ¢’(0) = 0. Therefore, in view of (2.2.12) and (2.2.5), we in fact
have

“/),

by = — /OO sv(s)ds.
Now, let 2 > 1/¢~!(1/t). By Theorem 4.4.2, Remark 4.4.3 and monotonicity of 7,
p(t,z) Stz —thyje-1a1y) < tn(z).
Thus, by Corollary 4.2.7, for all t € (0,1/®(z0)) and x € (0,21) such that zp=(1/t) > 1

p(t,z) <te to(l/z). (4.5.6)
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Next, by Lemma 4.4.5 and Proposition 4.5.2, there are My > 0, pg > 0 and ¢ > 0 such that
for any ¢ € (0,1/®(z0)) and z € (0, 1) satisfying x¢~1(1/t) > po, we have

p(t,z) > etz o(1/z). (4.5.7)

Thus, if we set x2 = 1V po, then by (4.5.6) and (4.5.7), for all t € (0,1/®(zg)) and = € (0, x1)

such that zo~1(1/t) > xa,
p(t,z) =tz to(1/x). (4.5.8)
Finally, by Theorem 4.5.1, for all t € (0,1/®(x¢)) and x € (—oo, x1) satisfying x1 < zp~1(1/t) <
X2, we have
plt,z) = ' (1/1).

It remains to notice that if x2 > 1, then, by scaling properties of ¢, for all £ € (0,1/®(zp)) and
x € (0,71) satisfying 1 < zp~1(1/t) < x2, we have

tz~lo(1/2) & 97 (1/8),

which, combined with (4.5.3), (4.5.4) and (4.5.8), finishes the proof for the case o = 0. If
xo > 0, then we can use positivity and continuity to extend the time range from c;/®(z¢) to
1/®(x0). O

Remark 4.5.5. Taking into account (4.4.1), Corollary 4.2.7 and Proposition 4.5.2, we may
observe that, in fact,

v(z) = o p(1/x)
forall 0 <z < zy LA (200)~!. Therefore, by inspecting the proof of Theorem 4.5.3, one can
show that the term tz~'¢(1/x) in the thesis may be replaced by tv(z).

Example 4.5.6. Let X be a spectrally positive a-stable process with the Laplace expo-
nent ¢(\) = A® where > 1. Then it is clear that we have ¢”(\) = a(a — 1)A*"2 and
()" Hy) = (y/a) (@1 Consequently, from Theorem 4.1.1 we get that the asymptotics of
p(t, x) is of the form

E,(x,t) =

o (2-0)/2(a-1) /(e
N <x> 111200 gy 4 (g — 1)@= <$> ’
2ra(a—1)\ « a

which after setting ¢ = 1 coincides with Zolotarev [107, Theorem 2.5.2]. Moreover, by Theorem
4.5.3,

Eu(z,t) if at~ Vo< -1,
p(tyx)~ <t~V if 1 <ot Vo<,
tr=lme if ptle > 1.

For a = 1, in view of [92, Proposition 1.2.12], we have ¢(\) = AIn . Therefore, ¢”(\) = A 71
and (¢')"!(y) = e¥~!. By Theorem 4.1.1, we get the following form of the asymptotics:

1 —z/t—1
exp{ —L— = — e/t Y
N p{ 2

which, again, after substituting ¢ = 1 coincides with Zolotarev [107, Theorem 2.5.2]. Unfortu-
nately, Theorem 4.5.3 cannot be applied due to scaling condition with @ = 1 only. Let us also
note that, for the case of Brownian motion, using Theorem 4.1.1 it is straightforward to obtain
the Gaussian density in the asymptotics.
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Lastly, let us justify Remark 4.3.3 by constructing an example of a spectrally positive Lévy
process of unbounded variation for which the lower scaling property holds only with o < 1.

Example 4.5.7. Let us consider a measure v(dz) having density defined as follows: for = €
(0,1/2] set

cpx 02 x n-t Nt
V@):{ w2, e [(k+1)7" (2R 7], 159)

@k +11a32, we[(k+2))7 (k+1))7'],
where ¢, = ((Qk)!!)_l/Q. For z > 1/2 we put v(z) = 0. By arguing as in the proofs of
Propositions A.1.9 and 3.4.11, we conclude that

o (z) ~ x73u(1 /) ~ era /%, x € [(2k)L, (2k + 1)1,
e/ (2k+ Dlz™3/2) x e [(2k + 1)1, (2k + 2)1].

By construction, ¢” has lower and upper Matuszewska indices equal to —3/2 and —1/2, respec-
tively, and consequently, the lower scaling property holds only with @ < 1.

Now let us define a Lévy process X by setting 0 = 0, b = 0 and v as in (4.5.9). Then we
have

1/(2k+1)!
e/ (2k+ 1) =00

Therefore, X is of unbounded variation.

/01 :17>ch/1/2k‘) -3/24 x—Qch(\/ 2k +1 '—\/(Qk)!>
5%



Chapter 5

Hitting probabilities for Lévy
processes on the real line

5.1 Introduction

The aim of this chapter is to discuss the distribution of the first hitting time of a point or a
bounded interval for non-symmetric Lévy processes which satisfy the following integral condition

o0 d¢

and to derive sharp two-sided estimates of the tail probability of the first hitting time of a point
or a bounded interval as well as its asymptotic behaviour. Its content is taken from the article
of Grzywny, the author and Mista [37].

Let us first provide a brief historical survey. The first studies on the first hitting time of a
point or a compact set concerned a-stable processes. The asymptotic behaviour in the case of
recurrent a-stable process, i.e. 1 < o < 2, for arbitrary compact sets was derived by Port [85].
Next, in Yano, Yano and Yor [106], the authors discuss the law of the first hitting time of a point
for the symmetric a-stable processes with 1 < a < 2. A series representation of the density
of the first hitting time of a point in the case of spectrally positive a-stable Lévy processes,
1 < a < 2, was obtained by Peskir [80] and Simon [96]. This result was extended to general
a-stable processes with 1 < a < 2 in the work of Kuznetsov, Kyprianou, Pardo and Watson
[65]. We note in passing that, in case of spectrally negative Lévy processes starting from the left
side of the interval, the first hitting time is equal to the first passage time through the left end,
and, in consequence, one may apply tools from the fluctuation theory to handle the problem.

The general symmetric case is much harder to handle and, in principle, requires some regu-
larity assumptions on the characteristic exponent of the process. In [67] Kwasnicki derived under
mild assumptions an integral representation of the distribution function of the first hitting time
of a point by means of eigenfunctions of the semigroup of the process killed upon hitting the
origin. This idea was later adopted in the article by Juszczyszyn and Kwasnicki [55] to obtain
the asymptotic expansion of the distribution function (and its derivatives) of the first hitting
time of a point for symmetric Lévy processes with completely monotone jumps. Recently, in
Mucha [76], the ideas from [67] were extended to non-symmetric Lévy processes. A different
strategy was proposed by Grzywny and Ryznar [40], where the authors prove and apply the
global Harnack inequality in order to obtain sharp estimates of the tail probability of the first
hitting time of points and bounded intervals for symmetric processes under global lower scaling

91
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condition imposed on the characteristic exponent. The approach applied in this chapter follows
[40] as we generalize the ideas developed therein to non-symmetric Lévy processes.

Let us now describe our setting and indicate main difficulties. As one may expect, the
non-symmetry induces some technical problems. In the case of recurrent symmetric processes
presented in [40], the tail probability of the first hitting time may be described by the compen-
sated potential kernel which is given by

S(x) = /OOO (p(s,0) — p(s,z)) ds.

Here, p(s, -) is the heat kernel of the process which exists due to the integral condition. For
the short proof observe that, since e=* < (1 4 z)~! for > 0, the assumption (5.1.1) implies

that ‘Q—W(')’ — ¢ tRe¥(") ig integrable. Thus, by the Fourier inversion formula, the transition

density p(t, - ) of X; exists for all ¢ > 0 and is given by

_ 1 (€)—ita
p(t,x)—%/RRe{e }df, x € R.
The first natural guess would be to follow the approach from [40] and define initially the com-
pensated \-potential kernel by setting for A > 0

o

S z) = UMN0) — UMNz) = / e (p(s,0) — p(s,z)) ds, x€R. (5.1.2)
0

Here, we should warn the reader that in general non-symmetric case it is not a priori obvious

that S* is positive. However, by [4, Corollary I1.18 and Theorem I1.19], one may conclude that

the function z — E,e 70 is continuous with respect to z, and for any = € R, we have

UMNz) = UMNO)E_ze M0,

Therefore, we obtain that S* > 0 for all A > 0. The next natural move would be to pass with
A to 0 and define the compensated potential kernel by

S(x) = /\l_i>n(f)1+ SNz), zeR.

However, in our setting, one of substantial difficulties one has to overcome is the fact that we
do not a priori know if .S exists, and even if it does exist, it may vanish on the whole half-line,
an example being a one-dimensional, completely asymmetric point recurrent stable process,
i.e. with the stability index o € (1,2) and skewness parameter 3 = £1 (see the formula for the
compensated potential kernel in Port [85, page 372]). For symmetric Lévy processes its existence
is an easy consequence of the monotone convergence theorem, but in our case we are, in general,
forced to adopt a different method. Instead, we propose an approach based on the symmetrized
compensated potential kernel which we introduce right now. To this end, let us first define the
symmetrized compensated \-potential kernel

H*(z) = S*(z) + S*(—=x).
We note that, by [4, Theorem I1.19], we have

A _l — COS IS (]
H(x)_W/Ru )R

1
Xt ois) ¢(S)] ds.
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Now, recall that Ret (&) > €2 for |€] < 1 (see e.g. [93, proof of Theorem 37.8]), which to-
gether with (5.1.1) justify the application of the dominated convergence theorem. Thus, the
symmetrized compensated potential kernel

H(z) = lim HMz), z€R,

A—0t

is well defined and
o0 1
Hx:—/ 1 —cosxzs)Re |[— | ds,
(z) ; ( ) [w(s)l

T
and it turns out to be the proper object for description of the behaviour of the first hitting time.
Its huge advantage is the fact that the integrability condition we assume in the whole chapter
ensures that H is well defined, and therefore, it can serve our purpose.

Let us briefly describe main results of this chapter. Our first goal is the asymptotic behaviour
of the first hitting time of arbitrary compact sets which contain the origin, and this task is
achieved by Theorem 5.3.7 and Corollary 5.3.8. Note that the asymptotic behaviour is described
by means of compensated potential kernel S, so, in particular, one must ensure that S is well
defined. The obtained asymptotics hold true if Re varies regularly with parameter o € (1, 2]
and Im ¢ displays a similar behaviour. The question about situations in which such condition
holds true is non-trivial itself, and we devote Section 5.2 to provide the answer. By virtue of
Theorem 5.2.4, this turns out to be true if the Lévy measure is of the special form

v(de) = Cqly<ouo(dr) + Cy 1l ~ovp(d),

where vy (dx) is a symmetric Lévy measure. An important class of processes which clearly exhibit
such behaviour are spectrally one-sided Lévy processes discussed exclusively in the previous
chapter; in such case, we simply have either Cy; = 0 (spectrally positive case) or C,, = 0
(spectrally negative case). For the sake of completeness, we also note that C,, = Cy gives rise to
a symmetric process. Another urgent question about well-definiteness of S is answered in the
first half of Section 5.3, see in particular Remark 5.3.4 and Corollary 5.3.5.

Next, we turn our attention to derivation of sharp two-sided estimates of the first hitting
time. To this end, we first prove the global scale invariant Harnack inequality under weak lower
scaling condition on the real part of the characteristic exponent with « € (1,2]. We then apply
those results to obtain estimates of the tail of the first hitting time of points and intervals. They
are derived under assumptions of global lower scaling property, zero mean, and a rather vague
postulate about control of S* from below by H for small A (see (5.1.2) for definition). The
estimates are expressed by means of symmetrized compensated potential kernel H and renewal
function for the dual process 17, and therefore, in particular, do not require the existence of
the compensated potential kernel S. We remark here that if the process is symmetric, then our
assumptions reduce to those obtained in [40]. Since the third assumption is not a priori obvious
for general non-symmetric processes, in Subsection 5.5.1 we present an example of a wide class
of processes for which such property holds true. Furthermore, if we restrict ourselves to the
special case of spectrally negative Lévy processes, then, due to their specific structure, we are
able to prove sharp two-sided estimates on both sides of the interval and for any t > 0 (see
Corollary 5.5.14).

At the end of this section let us stress the role of compensated potential kernels H and S.
Under assumptions of the global scaling property of the real part of the characteristic exponent
(which will be frequently imposed in this chapter), its control over the imaginary part (see
Grzywny [35, Lemma 12]) and vanishing of the first moment, i.e. EX; = 0, one can show that
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fol Re(1/¢(§))d§ = oo and, in view of [4, Theorem 1.17], conclude that X is recurrent, and
consequently, U(xz) = oo for all z € R. As the processes we study in this paper often satisfy such
assumptions, we are in dire need of some object alternative to the (infinite) potential kernel. The
symmetrized compensated potential kernel H can be of usage here (especially in Section 5.5),
but it appears that the (ordinary) compensated kernel S is more appropriate for description of
asymptotic behaviour of the hitting probability. The only problem is that, in general, we are not
able to determine whether it exists. We devote Sections 5.3 and 5.5 to the detailed discussion on
the subject. Let us also repeat the remark stated already in previous chapters that, although our
main object to operate with is the real part of the characteristic exponent, one can work with
the tail of the Lévy measure instead, since by the proof of Proposition A.1.9 and [43, Lemma
2.3, Theorem 3.1 and Remark 3.2 ], scaling property of the latter implies scaling of the former.

5.1.1 Preliminary results

We devote this subsection to the proof of some preliminary results, in particular, certain basic
properties of compensated potential kernels defined above. As already stated, it is not easy to
show even the existence of 5, let alone its further properties. However, if it does exist, then one
can express the probability of not hitting the origin by means of S and the quantity « defined
as

—1
. 1 . 1 1
P = TRy T %</RR [ng)} df) ' (5.1.3)

Clearly, k € [0,00). Moreover, from [4, Theorem 1.17] it follows that the process is transient if
k > 0. We then have the following simple result.

Proposition 5.1.1. Suppose that S exists. Then
P, (To = 00) = kS(—x).
If K =0, then Py(Ty < o0) =1 for all z € R.
Note that it follows that if S exists and P, (Tp < co) = 1, then X is recurrent.

Proof. Observe that
lim Eye 0 = P, (Ty < o0).

A—0t
On the other hand,
_ UMN—x) UMO) — UM —x)
Epe Moo= 2~ 2 — 1 1—rS(—
07 (0) o) )
as A — 0T. O

Next, let us turn to the properties of the symmetrized compensated potential kernel H.
First, proceeding as in the proof of [40, Proposition 2.2], one may prove that H is subadditive
on R. See also Panti [78, Proposition 3.7] for a similar result, although derived under different
assumptions.

In what follows, we will usually assume global weak lower scaling condition with a@ > 1
imposed on the real part of the characteristic exponent. Clearly, such condition implies (5.1.1).
The next proposition is crucial for our development.
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Proposition 5.1.2. Suppose that EX; = 0 and Retyp € WLSC(«, ) for some a > 1 and

X € (0,1]. There is ¢ > 1 such that for all r > 0,
1 1

-1 < H(r) < :

rh(r) — (r) < Crh(r)

In particular, H € WLSC(a — 1,x) for some x € (0,1].

C

Proof. Observe that by [35, Lemma 12|, for any r > 0,

0 1
H(r)%/o (l—cosrs)mds.

Now, the claim follows by [35, Lemma 13]. O

Next, we show that the symmetrized compensated potential kernel H provides the upper
bound on the Green function of the singleton {0} and on the expected first exit time from the
interval (—R, R). These results will be useful in the proof of Harnack inequality in Section 5.4.

Proposition 5.1.3. For any z,y € R we have
Gioy(z,y) < H(z) A H(y).
Proof. By (2.2.13), for any A > 0 we have
G?O}(xv y) = UA(y - .7}) - E:re_ATOU/\(y - TO)

U*N(—=)

=UMNy —x) —UMNy) )

= SNy —2) + S (~2) + S(y) -
Recall that S* > 0. Proceeding as in the proof of [40, Proposition 2.2], we get that S* is
subadditive on R. Thus, S*(y) < S*(z) + S*(y — z) and consequently,

Gloy(@,y) < =My —z) + SMN(—2) + 5 (y) < SH(x) + 57 (—=).
Similarly, we have S*(—xz) < S*(y — x) + S*(—y), and the claim follows. O
Proposition 5.1.4. For any |z| € (0, R) we have
E.[7—r,r) A To] < 2RH(x).

Proof. By Proposition 5.1.3,

R R
Ee[7—r,r) A To] = /_R G(—r0u0,r)(T,y) dy < /_R Goy(w,y)dy < 2RH (x).
Il

We end this section with a sharp estimate of the probability that the process, when exiting
the interval (0, R), chooses the right end. Such result seems to be interesting in and of itself, as
we provide sharp two-sided bound which is an analogue of the estimate for the symmetric case
(see e.g. Grzywny and Ryznar [39, Proposition 3.7]). Regardless of its cognitive value, such
estimate will prove to be useful in Section 5.4. Let us note in passing that a number of helpful
results concerning 17, which is of significant importance and usage in the case of non-symmetric
processes, is derived by Grzywny [35].
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Proposition 5.1.5. Suppose that EX; = 0 and Reyp € WLSC(«, x) for some o« > 1 and
€ (0,1]. Then there is c € (0,1] such that for any R >0 and 0 < x < R,

Proof. Fix R > 0 and let x € (0, R). First, from the proof of [35, Theorem 9] we get the following
estimate:

P (7(0,r) < T(0,00)) <

Next, we claim that there is ¢; such that

— < ]Px (7’(073) < T(O,oo)) (5.1.4)

if only t > 1/h(R). Indeed, observe that by Markov inequality and [35, Proposition 4],

V(z)V(R)

7 + Px (T(O,R) < T(O,oo))‘

Px (T(O,oo) > t) < Pm (T(O,R) > t) -+ Px (T(O,R) < T(O,oo)) <

Thus, using [35, Theorem 6] we get (5.1.4) for ¢t > 1/h(R) as claimed.
Now we specify ¢ > 0. Set ¢t = a/h(R) where a > 1. By [43, Lemma 2.3], there is co > 1
such that
=Y (1/t) = "1 (W(R)/a) < c2a*R.

Taking into account subadditivity and monotonicity of 17, we infer that
V(h71(1/t)) < V(caa'/*R) < 2c0aY*V (R)

if only a > ¢5“. Furthermore, by [35, Corollary 5], there is ¢3 > 1 such that

It follows that

‘7@7) 1 1. —1_(a—1)/
- — Z(9 « e’
V(R) a ( C1Cy a 63)
L 1V@
aV(R)
if a is big enough, and the claim follows. O

5.2 Regular variation

In this section, we aim to prove that the regular variation of the real part of the character-
istic exponent implies regular variation of its imaginary part if we impose some condition on
the structure of the Lévy measure. The main result here is Theorem 5.2.4 which provides an
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important example for the asymptotic relation in Theorem 5.3.7. As already stated, this class
is described by the condition (5.2.2) which imposes some control on the non-symmetry of the
Lévy measure v. Meanwhile, in Proposition 5.2.1 and Lemma 5.2.3 we prove regular variation of
some transformations which seem to be of some value in and of itself. For instance, the former
immediately implies that regular variation of the Lévy measure implies regular variation of the
real part of the characteristic exponent. We note in passing that these preliminary results may
be perceived as some versions of Tauberian and Abelian theorems presented in Chapter 4 of the
book by Bingham, Goldie and Teugels [5].

Let us first note same basic observations. It is clear from the Lévy-Khintchine representation
(2.2.1) that

Rep(€) = 022 +/ (1 —coséz)v(dz), €£€R,
R
and

Im(€) = —7€ + /R (€21, <1 —sinéz) w(dz), E€R

Observe that Re ¢ is symmetric even if X is not symmetric. If we assume that [_; ;)c |2 v(dz) <
oo, then we can also write

Imy(€) = —1é& + /R (€2 —sinéz) v(dz), (5.2.1)

where

71 :’y—i-/ zv(dz).
(_1’1)6

In particular, if EX; = 0, then v; = 0.
Next, following [5, Chapter 4], we introduce notions of Mellin transform and Mellin convo-
lution. Let f: (0,00) — R. The Mellin transform M of the function f is defined by

M) = [Tk

for z € C such that the integral converges. For f,g: (0,00) — R we define its Mellin convolution
by

9% 1@ = [ a@inf® . v >0

Finally, by

fig@) = | T fa/tdgt), w0,

we denote the Mellin-Stieltjes convolution for functions f and g such that the Stieltjes integral
is well defined.

Let us start with the observation on the equivalence between tail measure and real part of
the characteristic exponent behaviour.

Proposition 5.2.1. Let a € (0,2). We have Reyp € R (Rey € RY) if and only if t —
v({s: |s| > t}) is regularly varying at 0 (at infinity) with the exponent —«. Moreover,

I'l+ )
B(1-%,1+%)

where B is the Fuler beta function.

v({s:|s| >t}) ~ Rew(1/t), t—0" (t— o0),
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Proof. We compute the Laplace transform of the function Re. By Fubini’s theorem,

L(Re)(A / _’\t/ — costx) v(dr)dt = // (1 — costz) dt v(dx)

:X‘/Ri)\2—|—x2 V(div)

A 1 0 72 ) 72
pen) = ([ ! v(de) +/ )
AQ
/ / )\2+t2 dtv(dz) / ﬁdt’/(du’v)
0 At d 00 A dt

A
- [ 1+t)¢ S (00, ]) + w[1,00)) Y.

Next,

Assume first that Rey € Rg® with a € (0,2). Let v1 = vl |_; 1) and ¢ be the characteristic
exponent corresponding to the triplet (0,0, 7). We claim that Ret ~ Re; at infinity. Indeed,
since

0< / (1 —cos(zz))v(de) <2v({z: || > 1}), zeR,
|z|>1
and lim,_,, Re(z) = oo, we get that

. Ret(z) —Ren(2)

:0’

and the claim follows. Next, using the Abel theorem ([5, Theorem 1.7.1]), one can observe that

A LRey1)(1/A) ~ Rep(MT(1 +a), X — oo.

Now, for ¢ > 0, let us define g(t) = v1({s: |s| > 1/t}) and k(t) = m Observe that the
Laplace transform of Re; may be expressed by means of Mellin convolution of k and g:
00 dt [ dt m
o EReun /N = [T k@90 5 = [T re/Ng) =k F g0,

where in the last equality we used the fact k() = k(1/t) for ¢ > 0. In order to prove that g(t)
is regularly varying function, we will use [5, Theorem 4.9.1] for the function g;(¢) = f(f g(s) %

and convolution k ¥ g1(A\) = k ¥ g()\). Set o such that —2 < ¢ < —a and 7 = 0. Observe that
kllor = Z max(e ", e” ™)  sup ‘k(az)]

—oo<n< oo e"<x§e"+1

< 262”

n<—1 n>0

See [5, p. 210, eq. (4.4.3)] for the first appearance and introduction of the ||k, . Moreover, by
[77, Table 1.2 (2.19)],

Y G A R Y LR | (z/241)-1 ;. _ r1-3ra+3)
Mk(z)—/o (1+t2)2t dt—§/0 (1—1—3)28 ds = 5 ,
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if only Rez € (—2,2). Since (0,7) C (—2,2) and neither I'(1 4 %) nor I'(1 — £) have any roots
for Re z € (o, 1), the Wiener condition ME(z) # 0 is satisfied. Notice that g; is non-decreasing
on (0,00) and vanishes on (0,1). Hence, g;(t) = O(t?) at 0T. It follows that the kernel k& and
the function g; satisfy assumptions of [5, Theorem 4.9.1], hence,

I'l+ a) Re)(t)
B(1-3,1+5) ©

g1(t) ~ , t— oo.

By the monotone density theorem [5, Theorem 1.7.2] and the fact that g(1/t) ~ v({s: |s| > t})
as t goes to 0T, we obtain that

I'l+a)
B(1-%,1+%)

v({s: |s| > t}) ~ Rey(1/t), t—0T.

In particular, ¢ — v({s: |s| > t}) is regularly varying function at 0 with index —a.
Now assume that ¢ — v({s: |s| > t}) is regularly varying function at 0 with index —a.
Again, instead of ¢, one can consider 1. Since

Rei(z) = 2/01 sin(zz)v({s: |s| > z})dx = /Oz sin(z)v({s: |s| > z/z})dz,

one can use the Potter bounds to justify that

lim Re i (z) _ / sin
0

2o p({s: |s| > 1/2}) e 4,

which finishes the proof in this case.
If Rey € RY, then one can modify the above prove to obtain the behaviour of the tail of v
at infinity. O

We remark that, in fact, equivalence of regular variation of Ret at the origin and regular
variation of the tail of v at infinity can be easily obtained from Pitman [83]. Our proof, however,
works in both cases.

We note one important observation: if the Lévy measure is of the special form

v(dzr) = Cqlz<ovp(dx) + Cylzsovp(de), (5.2.2)

where vy(dr) is a symmetric Lévy measure, the theorem above provides the behaviour of the
one-sided tail of v as well. For instance, if Rey € R? with the exponent a € (0,2), then

1 I'l+a«)
CutCap(1-5,1+%)

vo([t, 00)) ~ Rey(1/t), t— oc.

This is the case for stable processes where even the equality holds true.
The next proposition states that regular variation of Re at the origin with o > 1 implies
the existence of the first moment.

Proposition 5.2.2. If Rey € R? with a > 1, then

/ |z v(dz) < oo.
(_171)C
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Proof. If Ret varies regularly at the origin with a positive exponent, then Rey ~ ¥* at the
origin. Due to (2.2.6) we have then that h(r) ~ Re(1/r) for large » > Ry. By the Potter
bounds we get

/x|>1 |x| v(dz) = /OOOV({S: |s| > 1 \/u}) du
s/o B(1V u) du
< h(1)Ry + C/R Re)(1/u) du
< 0.

The claim follows immediately. O

Lemma 5.2.3. Assume that a function f: [0,00) — [0,00) is regularly varying at infinity with
parameter —«, where o € (1,2), and satisfies the following integrability condition

/000(1 A s%)f(s)ds < oc.

Then the transformation
oo
x / (I —coszxs)f(s)ds, x>0,
0

s reqularly varying at the origin with the parameter o — 1 and satisfies

> f(/x) m
/0 (1 —cosxs)f(s)ds ~ — + 20(a)cos (22’ r— 0T,
Proof. Let x > 0. For any sg > 0 we have
f(l/x)/o (1 —coszxs)f(s)ds = T/7) (/0 (1 —coszs)f(s)ds+ . (1 —coszs)f(s) ds)
S Y- coszs)f(s)ds - oS § f(s/w) s
= fy (e i [ (- FizTas

Now we specify sg. Fix § > 0 such that « —§ > 1 and M > 1. By the Potter bounds, there is
sg such that for s > sgz we have jﬁgiﬁ; < Mstifonly 0 < z < 861. Moreover, also by the

Potter bounds, for some fixed C' > 1 and a < p < 2 there exists € > 0 such that Cz? < f(1/x),
whenever 0 < z < €. It follows that

f(1/z)

as x — 0. Therefore, by the dominated convergence theorem,

A 1'3 A 9
/0 (1—cosms)f(s)ds§Cﬁ/0 s“f(s)ds — 0

xll)nolo ﬁ /000(1 —cosxs)f(s)ds :/Ooo(l —coss)s *ds
™

21 () sin (”(O‘;l))

where the second equality follows from [93, Theorem 14.15]. O
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We are now ready to prove the main result of this section. It shows that, under the assump-
tion (5.2.2), regular variation of the real part of the Lévy exponent implies regular variation of
the imaginary part. This is the case for instance for spectrally one-sided Lévy processes.

Theorem 5.2.4. Assume that the Lévy measure v(dx) satisfies (5.2.2). Suppose that Ret) € RO
with the parameter a € (1,2). If v1 = 0, then the imaginary part Im satisfies

Cu = Ca tan <7T2a) Rey(§), €—0%.

For v1 # 0 we have

Ime(§) ~ g §—0.
Proof. By Proposition 5.2.1, the function ¢ — vy([t,00)) is regularly varying at infinity with the

exponent —a. More precisely,

1 I'l+a)
CutCaB1—-2,1+2

vo([t, 00)) ~ FRew(1/D), & ox. (5.2.3)

By Proposition 5.2.2, we have that [_; ;). [z|v(dz) < co. We are therefore allowed to use the
representation (5.2.1) of Im. For any £ > 0 we have

Im (&) =& + / (éx —sin&x) v(dx)
R
1€+ (Cy — Cy) /0 /0 (€t — sin &) dt vo(dz)
€+ (Cu— C)E /0 (1 —coset) [ vo(da)d

ot (Co — C)E /000(1 — cos &) wo([t, 50)) dt.

Let C, # Cy4. Observe that f(s) = v([s,00)) satisfies the assumptions of Lemma 5.2.3. Thus,
the function £ — (Cy — Cq)¢ [y7(1 — cos&t)vy([t, 00)) dt is also regularly varying at the origin
with the exponent o. Assume that v; # 0. Then
1€+ &(Cu = Ca) Jo~ (1 = cos §)wo([t, 00)) dt
8t
as & — 0T, which follows from the Potter bounds for (C,, — Cy)¢ [5°(1 — cos &t)vy([t, 00)) dt.

Then Im 1 is comparable at the origin with a linear function and the claim follows in this case.
Now, assume that v = 0. Again by Lemma 5.2.3,

—1

™

€/m(1_cosft)yo([taoo))dtNVO([1/€7OO))—7 €_>0+
0 2I' () cos (%)

Using the identity I'(1 — 2)I'(2) = " and invoking (5.2.3), we obtain

Cy—Cy ol'(a) T
m (&) ~ - Cu+CyT(1—-§)P(1+ %) 20 (a)cos (%) Rew(&)
__Cu—=Ca 5T(5) m

Cot CaT(E)T(1 — 8)D(1 4 3) cos (22) 1oV ©)
Cu—Cy T
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5.3 Asymptotics

In this section, we aim first at providing some sufficient conditions for the existence of the
compensated potential kernel S, and then at deriving asymptotics of the first hitting time of a
compact set B. The reason for this particular order is the fact that the main result displayed
by Theorem 5.3.7 describes the behaviour of P, (T > t) precisely by means of kernel S. It is
therefore sensible to discuss exclusively the existence of S before turning to the proof of the
asymptotic behaviour. We note here that if the X is symmetric, then, by [105, Theorem 4.2],
the kernel S is well defined. Furthermore, by [105, Proposition 6.1}, for non-symmetric case the
existence of first derivatives of (Re(§))" and (Im1)(&))’ together with the following condition

/°° ((Rew(§))' +[(Mm(£))']) (62 A 1)
0 (&)

are also sufficient. We remark here that, in view of [93, Theorem 21.9] and discussion at the
beginning of Elements of fluctuation theory in Chapter 2, the condition L1’ in [105] always
implies L2. However, (5.3.1) does not suit our case, and therefore, we first prove the existence
of S in several cases. The first one requires the non-negativity of the imaginary part of the
characteristic exponent on some positive neighbourhood of the origin.

d¢ < oo (5.3.1)

Lemma 5.3.1. Assume that 1/(1 + Re1)) is integrable and Im > 0 on (0,¢) for some ¢ > 0.
Then the compensated potential kernel S exists and

S(z) = 71r/000 Re L/J(ls) (1 - e_ix‘g)} ds. (5.3.2)

Proof. Since e™® < (1 +x)~! for x > 0, we get that e™¥ € L'(R). By the Riemann-Lebesgue
Lemma we have Re(§) — oo as & — oo. Since Rey)(§) > 0 for £ # 0, this implies that
1/Rev € LY([§,00)) for any § > 0. Next, let us observe that Re) (&) > €2, €] < 1, for some
¢ > 0. Hence,

1 — cos(x€)
Rif{ew(f) dé < 0.
By the dominated convergence theorem, for every x € R,
. (1 —cos(z€))(A+Revp(§)) .. [ (1—cos(zf))Redp(§)
R e S ARl A5
S | DO AE) e _ | sna€) In(e)
A=0t Sl zen(r/lal) A+ (€] ezent/lz)  [P(E)]7

For [£| < en(n/|x]), the function £ +— sin(z) Im ¢(€) is non-negative; therefore, by the monotone
convergence theorem,

/ sin(:zf)hnw(g)d :/ sin(z&) Im ¢ (€)
lel<entn/lal) 1A+ P(E)]? gl<en(r/lzl)  [¥(E)]7

Since 0 < S*z) < H(z) < oo for every A > 0 and x € R, the above integral is finite. Finally,
let us notice that the integrand is an even function which ends the proof. O

de. (5.3.3)

lim
A—0t

Corollary 5.3.2. If 1/(1+ Re ) is integrable, EX; exists and EX; # 0, then the compensated
potential kernel S is well defined and (5.3.2) holds.
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Proof. Since E|X1| < oo, we have

0 = o6 4 imé + [ (14 i€z — %) v(d2).
R
A consequence of the dominated convergence theorem is

i Im(©)

g0t &

Hence, if v; = EX; # 0, then Im ¢ has a constant sign on (0,¢) for some € > 0, which finishes
the proof due to Lemma 5.3.1. O

In the next example we impose a certain growth condition on the tail of the first moment of
the Lévy measure v.

Proposition 5.3.3. Assume that 1/(1 + Re1)) is integrable and there is ¢ > 0 such that
/ |z|v(dz) < erRewp(1/r), r>1. (5.3.4)
|z|>7

Then the compensated potential kernel S exists and (5.3.2) holds.

Remark 5.3.4. If Rey) € WLSC(a, x) for some a > 1 and x € (0, 1], then the assumptions of
Proposition 5.3.3 are satisfied. Indeed, it is easy to see that the condition Rey € WLSC(«, x)
implies ¢* € WLSC(q, x). Hence, the claim follows by [43, Lemmas 2.3 and 2.10] and (2.2.6).

Proof. By (5.3.4), we have E|X1| < co. If EX; # 0, we apply Corollary 5.3.2 to get the claim
of the proposition. Therefore, assume that EX; = 0, and then

D(E) = 02 + / (14 i€z — 6) p(dz).
R

By the proof of Lemma 5.3.1, it is enough to prove that (5.3.3) holds. Let us consider a Lévy
measure (dx) = 1(071)(x)x*5/2dx + 1[1,00) ¥(dz) and a characteristic exponent

Y() = / (1+iéz— e p(dz), €eR.
(0,00)
Since Re (&) ~ [€[*/2 for |¢] > 1 and

() = [ (62 sin(62)(d2) 2 0.

(0,00)
we can apply Lemma 5.3.1 and its proof to obtain the finiteness of

[l i)
0o BEP

d¢, xeR.

Now, let
WO = [ (Lrigz— ) u(da),
(0,00)

and (€)= (€) — 1(¢). Notice that Retyy ~ Retp, Imey; ~ Im¢ on (0,1) and
Im 1 (€), Ime(—&) > 0 for &€ > 0. Hence,

/1 | sin(x§) Im 1 (§)|
0 1(6)]?

dé < oo.
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But we also have that | Im v (§)] < cRe (&) for [€| < 1. Indeed, by Taylor’s formula and (5.3.4),

3
@S [ (e v vl [ )

SIEE [ e+l 20(dz)
(0,1/1€]) [1/1€],00)
SIEE [ 2u(d) + Rev(©)
(0,1/1¢€)
< Rewp(§)
where the last inequality follows by the fact that 1 — cos&s ~ (£s)? for |€s| < 1. These imply

/1 | sin(z€) Im ¢ (£)]
0 (&)

Hence, by the monotone convergence theorem,

sin(z€) Im 11 () _ / sin(z€) Im 11 ()
el<enta/lal) 1€

d€ < oo.

lim
A0t Jigj<entn/lah) A+ (€2

dg,

and the limit is finite. Again by the monotone convergence theorem,

i sin(z€) Im 12 () g — sin(z§) Tm 12(§) de.
A0+ /s|<m<7r/|x> EERAGIE ¢ /s|<m<7r/|x> V()P ¢

Combining the above limits together, we obtain (5.3.3), which ends the proof. ]

Corollary 5.3.5. Assume that Rev € RY with the exponent o € (1,2]. Then the compensated
potential kernel S is well defined and (5.3.2) holds.

Now we turn our attention to the asymptotic behaviour of the tail of the distribution of the
first hitting time. First, we concentrate on the asymptotic behaviour of AU*(0) as A — 0%.

Lemma 5.3.6. Assume that Ret) € RY with a € (1,2] and

LIy
¢—0+t Re ()

1

for some C;r € R. Then
AU 0) ~ (Ret)) 1 (\)C(a,C1), A — 0T,

where
cos(arctan(Cr) /)

a(l+ C?)V/ /M) gin(r/a)’
Proof. Denote for simplicity 0(¢) = Re(§) and w(§) = Im(§). We have

1 oo )\+0 £)
E/o (A +6(6))2 + w(€)? dc.

C(Oé,C]) =

Notice that, for any § > 0,

0 A+0(¢
Il(A):/(s (A +0(0))? +w s / 7d£<oo
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Since a > 1, we conclude that limy_,q+ 9_%(/\)11()\) = 0, hence it does not have impact on the
asymptotic behaviour.

Now set Io(A) = AU*(0) — I;()\). Since 6 is a continuous function, we have 6(671(s)) = s.
Hence,

:/rlm 1+60 (07" (Nw) /X
0 (1460 (0-1(Nw) /A)? + (w (0L (A\)w) /N)?
06— (\)w)

)

_ / oY ) dw (5.3.5)

00— 1(Nw)\2 | (wO 1 Nw) 001 (Nw)\2 o
© (1 5Ee) + (o oo )

dw

Now we will choose §. Set p such that 1 < p < a. By the Potter bounds, there exists 6 > 0
such that for A < 0(5), s > 1 and 67 1(\)s < 4,

0(0~1(\)s)

N N/ sP
0(0-1(V) '

1
>
-2

The integrand in (5.3.5) is then dominated by
1

2
<
001 (Nw) — ’

w < 5/0(N).

Thus, by the dominated convergence theorem,

A 1 [o® 1+ w®
lim ———U0) = — / d
A U O =2 G e (Croe

which ends the proof, since the limit is equal to u!(0) for stable processes (see [85, p. 389]). O

Theorem 5.3.7. Assume that Revy) € RO with the exponent o € (1,2] and suppose that
limg_,o+ Im¢p(§)/ Re(§) = Cr. Let B be a compact set such that 0 € B. Then, for x € R,

1
Ca,Cr)T(1/a)

Jim ¢(Re V) M1/ OPL(Ts > t) = (S(—x) — ExS(—X71,))-

Let us note here that Theorem 5.3.7 extends [85, Theorem 2|, where general recurrent stable
processes are treated.

Proof. We have

L(Po(Tp > -))(\) = %[1 e,

In view of Proposition 5.1.3 and the fact that 0 < G}.(,0) < Gioye(z,0), we may conclude
that G (z,0) = 0. Hence,

AUMNO)L(BL(Tg > -))(A) =UN0) — UN(—2) + U*(—x)
—E,e M (U(0) = UN=X1)) — Epe M2 (UM (= X))
=SMN—x) — Bpe MBS (= X1,) + G (2, 0) (5.3.6)
=SM—2) — E,e MBSA (—X7,).
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Since S* is bounded by H and, by Proposition 5.1.2, H is bounded on B because of its com-
pactness, using the dominated convergence theorem, Lemma 5.3.6 and Corollary 5.3.5, we infer
that

lim (Ret)) ' (A)L(Po(T > ))(N) = (S(~2) = E.S(~X1))/Cla, Cr).

A—0t

Let V(s) = [y Po(Tp > t)dt. We have
LV = 1 LE(T5 > )N,

Hence,

lim A(Re) *(A\)LV(N) = (S(—z) — E.S(=X1y))/C(a, Ct).

A—0t

Notice that (Rev)~! € R(l)/a (see e.g. [5, the proof of Theorem 1.5.12]); thus, by the Tauberian
theorem [5, Theorem 1.7.1], we can observe that

1

(Re ) (/OV () = &5 F A T 1/a)

(S(=2) = ExS(—X15)).

lim
t—o0
Eventually, by the monotone density theorem [5, Theorem 1.7.2],

1
Cla,Cr)T(1+1/)

Jim ¢(Re V) HA/)PL(Ts > t) = - (S(—z) — ES(—X71,)).

Since E,S(X7,) = 0, we immediately obtain the following Corollary.

Corollary 5.3.8. Assume that Revy € RY with the exponent a € (1,2] and suppose that
limg_,o+ Imp(§)/ Re(§) = Cr. Then, for x € R,

1
C(a,Cr)T'(1/a)

Jim #(Re V) HA/OPL(Ty > t) = S(—x). (5.3.7)

Using Theorem 5.2.4, we conclude the asymptotic behaviour for Lévy measures of specific
type (5.2.2).

Corollary 5.3.9. Suppose that v(dx) is of the form (5.2.2). Assume that EX; = 0 and
Re € RY with parameter a € (1,2). Then (5.3.7) holds true. In particular, this is the case for
spectrally one-sided Lévy processes.

Proposition 5.3.10. Suppose that 1/(1+ Re)) is integrable and EXy exists. If EX; # 0, then
Py(Tp >t) ~ (S(—z) —E,S(—Xr1y))k, t— o0,
where k is as in (5.1.3).

Proof. Let us observe that, by [93, Theorem 36.7], we have k > 0. Hence, by (5.3.6), Corollary
5.3.2 and the Tauberian theorem [5, Theorem 1.7.1], we obtain the claim. d

Corollary 5.3.11. Under the assumptions of the above proposition, the compensated kernel
exists and it is coharmonic on R.
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5.4 Harnack inequality and boundary behaviour

This Section is devoted to the proof of the Harnack inequality and a discussion on its conse-
quences. The main result here is Theorem 5.4.4 which will then allow us to deduce some useful
properties, including boundary behaviour of harmonic functions. We follow the approach from
Grzywny and Ryznar [40], which, in turn, is based on the work of Bass and Levin [3]. We first
provide an uniform interior lower bound on the Green function of an interval.

Lemma 5.4.1. Suppose that EX1 = 0 and Rey € WLSC(a, x) for some o« > 1 and x € (0,1].
Then there are 01 € (0,1] and ¢ > 0, depending only on the scalings, such that for any R > 0,

G-rp)(,y) = cH(R), |zf,]y| < 01R.

Proof. By the sweeping formula (2.2.16), for any A > 0 and any z,y € R we have

Germy(@,9) > G g py(w,y) = UMy — 2) — By [ Mern U (y - X, )]

Since EX; = 0, we have b, = — [, >, 2v(dz), thus, by [43, Lemma 2.10], there is ¢; € (0, 1] such
that t[b,-1(1/4| < erth™1(1/t) for all ¢ > 0. Hence, by [43, Theorem 5.4] with 6 = (2+¢1)h ™ ()),
there is co € (0, 1] such that for all |z|,|y| < h=1(\),

00 [e's) Cat dt

Y B N
e “p(t,y .fU)dt_CQ/l/)\e )

UMy —z) > /1/A

By [43, Lemma 2.3], there is ¢z € (0, 1] such that

N cac3 o, ds 1
> 2 —
U (y x) = )\h_l()\)/l € Sl/a 64)\h—1()\)’

with ¢4 = eac3/ [ e ss e s,
Next, using the estimate of the supremum of the density p(¢, -) (see [43, Theorem 3.1]), we

infer that
dt

00
—AT(_ A - -

By the scaling property of h™1,

yx dt 1 A dt 1
/ e M < / = ¢y .
0 h=1(1/t) ~ A/ep=1(\) Jo  tl/e ARL(N)

Moreover, by monotonicity of h~!,

o0 dt 1 o0 1
—At —At —1
e < / e MNMdt =" ————.
/1/>\ h=1(1/t) h=1(X) 1/A AR=L(N)

Now let £y > 0. By Pruitt’s estimates, there is ¢5 > 0 such that

E, [T(—R,R) < lo; G_AT<_R’R)} < esto(h(R) + R |br]).

Furthermore,
Ato

L =AT_ ; C5e
Eu|7(-rm) 2 fos e Vomm | < to(h(R) + R~1bg|)’
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Thus, if we set tg = cg/(h(R) + R™'bg) and A = c7(h(R) + R™'bg), where cg and c; are such
that cg < c4/(4cs(co +e71)) and 7 > Cq ~11n % then putting everything together yields
C4 1

2 Ah=1(N)’

Since, by [43, Lemma 2.10], we have A ~ h(R), using scaling properties of h~! we get that

C
G —rr)(z,y) >

1
G — 3 2 ) ) S J R7
with some §; € (0,1], and the claim follows by Proposition 5.1.2. O

Proposition 5.4.2. Suppose Rev) € WLSC(a, x) for some a > 1 and x € (0,1]. There is
09 < 81 dependent only on the scalings such that for any R > 0 any non-empty A C (—d2R, 52 R),

1
PI(TA < T(—RJ%)) > 5, ’J:“ < (52R.

Proof. Let |a| < R/4 and D = (—R/2,0) U (0, R/2). By [34, Lemma 3] and Proposition 5.1.4,
there is C1 > 0 such that for |x —a| < R/4,

P, (Ta > T(—R,R)) <P,_, (TO > T(—R/27R/2)) < Clh(R/Q)Ew_aTD < 801Rh(R)H($ — a).

In view of Proposition 5.1.2, there is Cy > 0 dependent only on the scalings such that

H(x —a)
P.Z’ (Ta > T(,R’R)) < 02w, ’fL’ — a’ < R/4
Since, by Proposition 5.1.2, H € WLSC(« — 1, ) for some x € (0, 1], we can pick d; < 1/2 such
that 1
5 |z — a| < 282R.
It follows that if x € A C (—02R,02R) and a € A, then

P, (Ta > T(fR,R)) <z

[\DM—~

P, (TA>’7‘( RR)) <P, (T >7‘( RR))
and the proof is completed. O

Denote Ry = d2R, where 5 is taken from Proposition 5.4.2.

Proposition 5.4.3. Suppose Rep € WLSC(«, x) for some a > 1 and x € (0,1]. Then for any
R > 0 and any non-negative function F such that supp F' C (—R, R)¢,

EoF(Xr g n) S E F (X m)s Izl 1yl < Ro,
where c is taken from Lemma 5.4.1. The implied comparability depends only on the scalings.

Proof. Let us denote, for any w € R and a Borel set A, v(w,A) = v(A — w). By the Ikeda-
Watanabe formula (2.2.19) and Lemma 5.4.1,

]EF (- RR) /RR / (2)G(—r,r)(y, w) v(w, dz) dw

>cHR/ / v(w,dz) dw.
(~R,R)c
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On the other hand, by the Ikeda-Watanabe formula, Proposition 5.1.3, subadditivity and almost
monotonicity of H,

Ro
Bl (Xrny) = [y ] g, PG oyt Ro) v, )

R
< H(Ro) / / " F(2) v(w, dz) dw.
(=R,R)¢ /=Ry

Hence,

1IEyF(X

E,F(X )

7—(—Ro,Ro)) < E

O]

With these tools at our disposal, we are now able to prove the global scale invariant Harnack
inequality.

Theorem 5.4.4. Suppose Rev € WLSC(«, x) for some a > 1 and x € (0,1]. Then the global
scale invariant Harnack inequality holds, i.e. there is a constant Cp dependent only on the
scalings such that for any R > 0 and any non-negative harmonic function on (—R, R) we have

su hiz) <C inf h(x).
xE(—R/I;,R/2) (@) < er(fR/Z,R/Z) (z)

Proof. Suppose first that h is bounded. Then, using the approach of [3], we infer that there
exist constants ¢; = ci(e, x) and a = a(a, x) € (0,1] such that for any non-negative, bounded
and harmonic function on (—R, R),

sup h(z)<c inf h(x). 5.4.1
z€(—aR,aR) ( ) 1IE(—aR,aR) ( ) ( )

For the justification of this claim we observe that Lemma 5.4.1 is an analogue of [3, Lemma
3.2], Proposition 5.4.2 corresponds to [3, Proposition 3.4], and Proposition 5.4.3 mirrors [3,
Proposition 3.5]. We also observe that [3, Lemma 3.3] in our setting follows immediately from
Pruitt’s estimates and Proposition 5.1.2. With these tools at our disposal, one can follow the
proof of [3, Theorem 3.6] almost directly.

Now, we apply a standard chain argument to get

su hiz) <C inf h(x).
xe(fR/IQ),R/Z) (@) < Hace(fR/Q,R/2) ()

Indeed, observe that A is harmonic in (aR — (1 —a)R,aR + (1 — a)R). Thus, after applying
(5.4.1) to the function h(z) = h(z — aR), we conclude that (5.4.1) holds true also for = €
(—(a+a(l—a))R, (a+a(l—a))R) with the constant c?. By verbatim repetition of this argument,

we get that (5.4.1) holds true for x € (— aRY P2 1 —a)k aRY 51— a)k> = (— R(1—(1-

a)*),R(1—-(1- a)")) with a constant ¢f. It is clear now that we get the claim with Cy = ¢}

for sufficiently large n which depends only on a. It remains to observe that the boundedness
assumption on h may be removed in the similar way as in the proof of [98, Theorem 2.4]. O

Thanks to the Harnack property, we are able to prove a relation between renewal functions
and their derivatives, and provide a sharp estimate of the Green function of the positive half-line.



110 CHAPTER 5. HITTING PROBABILITIES FOR LEVY PROCESSES

Corollary 5.4.5. Suppose that EX; = 0 and Ret € WLSC(«, x) for some a > 1 and x € (0,1].
Then there is ¢ > 1 such that for all x > 0,

-1 V;x) < V'(2) < V;x)
and R N
! Vix) < V’(w) < V:(Cw)

In particular, V', V' € WLSC(a — 2,5) for some 7 € (0,1].

Proof. First, let us consider the second part of the claim. Let x > 0. Recall that V' is harmonic
n (0,00). Thus, by Theorem 5.4.4,

~

z 1
Vi(z) > V’( )ds > —:UV’( ).
z/2 20y

On the other hand, since Re1) is the same for X and X, we may apply [35, Lemma 8] for V.
Let ¢; be taken from [35, Lemma 8] and 0 € (O, (01/2)1/@“_1)] Then, again by Theorem 5.4.4,

Cu(l = 6)zV'(z) > (Sj V'(s)ds =V(z) = V(0z) > (1 -6 )V (z) > 5V (@).

Now, the lower scaling property follows immediately by [35, Lemma 8|. For the proof of the first
part it remains to observe that, by the previous remark on the real part of the characteristic
exponent, V also satisfies the Harnack inequality (with the same constant), and one can repeat
the reasoning above to finish the proof. O

Corollary 5.4.6. Suppose that EX; = 0 and Retp € WLSC(«, x) for some o > 1 and x € (0, 1].

Then R
~ ) V@V'(y), 0<z<y,
G0 (®y) { V(@)V(y), 0<y<uz.

The comparability constant depends only on the scaling characteristics.

Proof. First assume that 0 < x < y. Recall that
Go,00) (T, y) = /Ox V(wV'(y—z+u)du, 0<z<y,
see (2.2.23). Since V is monotone and subadditive, for any A > 1 and x > 0 we have
V(Az) < 2AV(z).
That, in view of Corollary 5.4.5, implies that V' is almost decreasing, and consequently,
Gooo@ ) 2 [ V@V'(y)du=T@)V'(w).

Next, let x < y < 2z. By Corollary 5.4.5, [35, Corollary 5], and almost monotonicity of V’,

G0,00)(7,Y) S /V’ W (u) du ~ /th
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Using scaling property of h, [35, Corollary 5] and Corollary 5.4.5, we conclude that

Gloooy0) 5 s = o) VEVHO s gy

where the third inequality follows from monotonicity of V. Finally, for y > 2x, we use scaling
property of V'’ with index az — 2 (Corollary 5.4.5) to obtain

2—a
Vi—e+n sV0(-—2) <2 V)

and the first part follows.
If 0 < y < z, we use the Green function for the dual process to get the claim. O

We note one important observation. Assume that EX; = 0 and Rey € WLSC(a, x) for
some o > 1 and y € (0,1]. Byi95, Theorem 1], V' is coharmonic on (0, c0), that is, harmonic

on (0,00) for the dual process X. Since Re is symmetric, the Harnack inequality for X holds
as well. Thus, by Theorem 5.4.4, for any 0 < d < w < u < w + 29,

V' (u) < CxV’ (w).

With that property at hand, proofs of the remaining lemmas in this section follow directly results
obtained in [40, Subsection 4.2], and therefore, they are omitted.

Lemma 5.4.7. Suppose that EX; = 0 and Rey € WLSC(a, x) for some a > 1 and x € (0,1].
Let F(z) be non-negative, F(x) < Fi(z) on R, and F(x +y) < Fi(x) + Fi(y) for xz,y € R.
Suppose that By F (X7, ) < F(x) and EuF1(Xr, ) < Fi(2) for x > 0. Then there is ¢ > 0

such that for any 0 < x < 1,

E, [X

T(O,oo) S

-2 F (Xr, . )| < cCEFF (1)

The constant ¢ depends only on the scalings.

Proof. Follows directly by proof of [40, Lemma 4.7] with applications of Lemma 4.6 and Lemma
2.9 replaced by Corollary 5.4.6 and [35, Corollary 5], respectively, and using a function F instead
of subadditivity of F'. O

Lemma 5.4.8. Suppose EX1 =0 and Rey € WLSC(«, x) for some o > 1 and x € (0,1]. Let
F beAa non-negative harmonic function on (0,2R) for some R > 0. Suppose that r > 0 is such
that V(R) > 2V (r)/c, where c is taken from Proposition 5.1.5. Then, for 0 < x <,

~

F(z) _ ¢ —1-rpV(2)
Fin = 1% 50y

Proof. Follows directly the proof of [40, Lemma 4.8] with applications of Theorem 4.5 and
Lemma 2.11 replaced by Theorem 5.4.4 and Proposition 5.1.5, respectively. 0
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5.5 Estimates

In the last section of this chapter we prove sharp two-sided estimates of the tail of the first hitting
time of the interval. Our main result here is Theorem 5.5.11. We also provide an analogous
estimate for the specific case of spectrally negative Lévy processes. Again, we generalise ideas
developed in [40] and, in particular, if X is symmetric, then our results boil down to the ones
obtained in [40]. As already mentioned, the third assumption of Theorem 5.5.11 may not be
straightforward; therefore, in Subsection 5.5.1 we point out a large class of admissible non-
symmetric Lévy processes.

We begin with two auxiliary results; the former is the sharp estimate of U*(0), while the
latter provides some lower bound on S*.

Lemma 5.5.1. Assume that there exist constants a > 0, b > 0 such that |Im(§)] < bRep(§),
¢ € R and a*(x) < Re(x), x > 0. Then we have
3m2(1 + b%) " ( 1 )

2% Rep) (V)

a 1
wrm (wo o)
Proof. Since |Im(§)| < bRe(€), we have

1 > d§ A Lo dg
77(1+b2)/0 )\+Re1/1(§)SU(O)§7r/o A+ Rew(§)

Hence, by [40, Lemma 2.15], for A > 0,

< UM0) <

N0 > g )0 costs/(Rew) ) s
and
3n2(1+b%) [o° _ ds
0MN0) < T [ costs/ (Rew) T O o

Using | Im ¢ (§)| < bRe (), we infer that

mH(z) < /Ooo(l - cos(:z:s))Recf;(S)

which ends the proof. O

< (14 v*)7H (z),

Lemma 5.5.2. Suppose that EX; = 0 and Rey € WLSC(a, x) for some a > 1 and x € (0,1].
Then there exists ¢ = c¢(a, x) such that, for any a,x > 0,

SMx) > e(1 — e~ 9)UMN0), X > ah(z).
Proof. Let us define
ft) =Py(To >t), t>0.
Since
SH(w) = AUMO)LF(N),
it is enough to prove that Lf(X) > ¢/\ if A > ah(z). Using estimates of the tail distribution of
the first exit time from the positive half-line [35, Theorem 6], we conclude that there is ¢; such

that
9 (7 1/h(x)
LN > 01/ 1A & e M ds > cl/ e M ds > ca(l— e_a)/\_l.
: “1(1/5)) :

V(n-1(1



5.5. ESTIMATES 113

Now, we turn our attention to various upper and lower estimates of tails of the first hitting
time of the origin and of the unit interval.

Proposition 5.5.3. Assume that there exist constants a > 0, b > 0 such that |[Imy(§)] <
bRey(§), £ € R and ay*(x) < Ret(x) for x > 0. Then

4(e — 1) (1 +b?) H(zx)

e o HI®ew) (1) "

Py (Th > t) <

Proof. Let us define
fit)y=P,(Ty > t), t>0.

Recall that

UMN0) = UMN=z) _ S*—x)

M) = 1= Bae ™0 = == = Ty

By Lemma 5.5.1,

1+ %) H(x)
a  H(1/(Rey)~1 ()

Therefore, using [10, Lemma 5], we conclude that

ey < X

e 4(1+bv?) H(x)

Po(To>1) < ——— H(1/(Re)"1(1/t))

O

Corollary 5.5.4. Assume that EX; = 0 and Rey € WLSC(a, x) for some a > 1 and x € (0,1].
Then there is ¢ > 0 such that for all t > 0,

aiam)

P.(Th >t) <c¢

The constant ¢ depends only on the scalings.

Proof. Using [35, Lemma 12] and [43, Remark 3.2], we see that the assumptions of Proposition
5.5.3 are satisfied. Now it remains to apply comparability of 1/(Re))~! and h~! together with
Proposition 5.1.2. O

Lemma 5.5.5. Suppose EX; = 0 and Rey € WLSC(«, x) for some o« > 1 and x € (0,1]. If
x>1andt <1/h(1), then

A

V(z—1)

T L /\ ]..
V(h=1(1/1))

P, (TB1 > t) =

The comparability constant depends only on the scalings.

Proof. Of course, the lower bound is a consequence of the estimates of the tail for the first exit
time from a half-line, that is [35, Theorem 6]. By subadditivity of V, it is enough to consider
1 <z < 1+h1(1/t)/2, because if z is larger, by the lower bound the probability is comparable
to 1.
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To prove the estimate from the above, let us denote r = h~'(1/t). Notice that 7 < 1 and we
have

]P:E(TB1 > t) < Px(T(LHr) > t) +Pz(|X — 1| > 7").

T(1,1+4r)

Combining [34, Lemma 3| and [35, the proof of Proposition 4], we obtain

P, (| X — 1] > 1) < Bur(1 149 h(r) < cV(x — 1)V (r)h(r)

T(1,147)

for some ¢ > 0. Finally, by [35, Corollary 5],

Pe (| X

T(1,141) — 1| > 7") S CT.

This together with [35, Theorem 6] imply
]P)m(TBl > t) S CT.

O]

Lemma 5.5.6. Assume that EX1 = 0 and Rev € WLSC(«, x) for some o > 1 and x € (0,1].
Ifx > 1 and t > 1/h(1), then

V(z—1) H(z)
Pm(TBl > t) <c V(CC) H(h—l

PO ACI . )

(1/t)) V(z) t/h1(1/1)

Al

The constant ¢ depends only on the scalings.

ng—l)
V()

Proof. If x > 2, we have, by subadditivity and monotonicity of v, > %, hence the claim

follows from [35, Lemma 12] and Corollary 5.5.4.
Let 1 < z < 2. By [35, Theorem 6],

A,

V(z—1)

Po(Tio) S A LA L
SR R TSI

Since ¢ > 1/h(1), using subadditivity of V and [43, Lemma 2.1], we obtain

Vie—1) V(1) Viz—1)
Px(T(l o) > t/Q) <c ‘A/'(l) V(h—l(l/t)) < co V(l) ]P)Q(T(Loo) > t)
< C3V§;:(;) )Pl(To > 1)

Since
Py (Tp, > t) < Pu(7(1,00) > t/2) +EIPXT(1,OQ> (T, >1/2),

due to Proposition 5.1.2 and Corollary 5.5.4, it is enough to estimate the second term. We have

]EI]P)XT(l,OO) (TB1 > t/2) < Ex[XT(l,oo) < _1;]P>XT(1,00) (Tl > t/Q)]
=Byt [Xrg oy < =2 Px  (To > 1/2)].

T(0,00 o)
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Let F(z) =P,(To > t/2). Observe that

F(Z) = ]P)Z(T(O,OO) > t/2) +E, [T(O,oo) < t/2; PXT<O,OO> (TO > t/2 - 7—(0,00))}

>E, [PXT(O,OO) (To > t/Q)}

= EzF(XT(Om))-

Furthermore,
F(z+y) < Poyy(Ty > t/4) + By [Ty < /45 Py, (Ty > £/4)] < Py(Ty > t/4) + (T > /4).

Hence, F' and Fi(z) = P,(Tp > t/4) satisfy the assumptions of Lemma 5.4.7. Therefore, the
conclusion follows from Lemma 5.4.7 and Proposition 5.5.3. O

Lemma 5.5.7. Assume EX; = 0 and Rev € WLSC(«, x) for some a > 1 and x € (0,1]. If
xog>1,1<x<z9 andt > 1/h(1), then there is ¢ = c(xp,®, x) > 0 such that

x—1)

/(
P.(Tg, >t) > c——P, (1o > 2t).
(T, >1) ¥ (20) o (To )

Proof. With Lemma 5.4.8 and [35, Theorem 6] at hand, the proof is the same as the first part
of the proof of [40, Lemma 5.4], and therefore, it is omitted. ]

Lemma 5.5.8. Assume that EX; = 0 and Rey € WLSC(«, x) for some o > 1 and x € (0,1].
Suppose that there exist constants ¢ > 0 and a > 0 such that, for x > 0, we have S*(z) > cH(x)
if A < ah(x). Then there is ¢ = é(a, o, c) > 0 such that

H(x)

Py(Th > t) > 5(1 N R )

), z,t > 0.

Remark 5.5.9. In case of symmetric Lévy processes, the last assumption follows from [40,
Lemma 2.15]. The same remark applies to Proposition 5.5.10 and Theorem 5.5.11.

Proof. Let us define
fit)y=P,(Ty > t), t>0.

By Lemma 5.5.1, comparability of A and v, and Proposition 5.1.2,

()

MFO) =~ 5 Ty

Let >0, A > 0 and s > 1. Combining Lemma 5.5.2 with the assumption on S*, we obtain,

for A > ah(z) or A\s < ah(z),
S)‘s(x)
S*(x)

If As > ah(x) > X we have, by Lemma 5.5.1 and almost monotonicity of H,

$¥(x) _UMNO) _ H (b () _ H(h(ah(x)))
SMx)  H(x) H(z) ™ H(z)

<1

Thus,
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and consequently,

LfAs) _ A 8(x) H(h'(N)

<t h™t(As) ~1/2
LfA) — As SMz) H (h=Y(Xs))

i) =

<c
where ¢ depends only on the scalings and a. Hence, by [10, Lemma 13|, there exists a constant
c1 that depends only on the scalings such that

Sl/t (x)
—
1 (=)

For t > 1/ah(z), we get the claim by the comparability S'/* with S, and for t < 1/(ah(z)), we
use estimates for the positive half-line [35, Theorem 6]. O]

Px(T() > t) >

Proposition 5.5.10. Assume EX; =0 and Rey € WLSC(«, x) for some a > 1 and x € (0, 1].
Suppose that there exist constants ¢ > 0 and a > 0 such that for x > 0 we have S*(z) > cH(z)
if A < ah(x). Then there is xy > 2 which depends only on the scaling characteristics and a, such
that for x > xo and t > 1/h(1), we have

o Hllz]) ~ (_H(z])
et >0 2 (g )~ (i )

The constant ¢ depends only on the scalings and a.

The proof is very similar to the proof of [40, Proposition 5.3] with modifications like in the
proof above; therefore, it is omitted.
We now proceed to the proof of the main result of this Section.

Theorem 5.5.11. Suppose that EX; = 0 and Rey € WLSC(a, x) for some a > 1 and x €
(0,1]. Then for any R >0 and = > R,
V(z—R
By (Tp, > ) ~ =By 1 nR).
V(h=1(1/1))
Furthermore, if we additionally assume that there exist constants c; > 0 and a > 0 such that for
x>0 we have SNz) > ¢ H(x) if A < ah(x), then
Vr-1) H Vzx—-1) H

by, o2 VE=) HE) PGy
V() H(h7'(1/1)) V(z) t/h~'(1/t)
Proof. The case R = 1 follows from Lemmas 5.5.5 and 5.5.6, and Proposition 5.5.10. Now we
may proceed as in the proof of [40, Theorem 5.5] to obtain the claim for any R > 0. O

AL, t>1/h(R).

Let us now turn our attention to spectrally negative Lévy processes and prove the analogue
of Theorem 5.5.11. This part is possible thanks to the recent preprint by Grzywny [35] which
together with our former results allows us to treat this specific class as well.

Lemma 5.5.12. Suppose EX; = 0, Reyp € WLSC(«, x) for some a > 1, x € (0,1], and let
R € [0,00). Assume that

/1 v(y, 00) dy
o hly) y

Then
ANl, R<z<R+1,0<t<1/h(1).
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Proof. A consequence of Proposition 14 and Corollary 5 in [35] is V(z) ~ #(x), 0 <z < 1. This

together with Proposition 5.1.2 imply V(z) ~ H(z), 0 < < 1. Hence, the claim holds due to
[35, Theorem 6] and Corollary 5.5.4. O

Similarly, the consequence of [35, Proposition 15 and Section 3] is the following.

Lemma 5.5.13. Suppose EX; = 0 and Rey € WLSC(«, x) with « > 1, x € (0,1], and let
R € [0,00). Assume that any of the following holds true:

(i) EX? < oo,

(ii) there are C,r > 0 such that v(z,00) < Cv(—o0, —x), = > r, and

P uly,0)dy _
A M) y

Then
H(z — R)

T AL, z>R41,t>0.
H—iag) "0 20T

Px(TBR > t) ~

Finally, let us observe that the previous two lemmas may be applied to the case of spectrally
negative Lévy processes.

Corollary 5.5.14. Suppose EX1 = 0 and Rev) € WLSC(«, x) with o > 1, x € (0,1], and let
R € [0,00). Assume that X is spectrally negative, i.e. v(0,00) = 0. Then

H(x — R)

=0 s

Al, >R, t>0,

and ‘ ‘
r+ R
P, (T t)m ———— A1 —R,t>0.
37( BR> ) h_l(l/t) ’ T < , U>
Proof. The proof mirrors the proofs of the previous two lemmas but we provide it for the
convenience of the reader. Since X is spectrally negative, it trivially satisfies both integral
conditions in Lemmas 5.5.12 and 5.5.13. Thus, [35, Corollary 5 and Propositions 14 and 15]
1

yield that V(z) ~ z and V(z) ~ 7h@ for > 0, which together with Proposition 5.1.2 imply

that V(z) ~ H(z) for £ > 0. Now it remains to observe that the first part of the claim follows
by [35, Theorem 6] and Corollary 5.5.4, while the second is a consequence of [35, Theorem 6]
combined with the fact that for spectrally negative Lévy processes Tjg oy = Tp if the process
starts from the negative half-line. O

5.5.1 A class of processes that satisfy the assumptions of Theorem 5.5.11

At the end of this chapter, let us provide an aforementioned example of a class of non-symmetric
Lévy processes that satisfy the assumptions of Theorem 5.5.11. As one can suspect, the main
difficulty here is the lower estimate of S* for small A\, which is far from obvious for general
non-symmetric processes even if the remaining two assumptions are satisfied. Let us repeat one
more time that if process is symmetric, then the third assumption follows from [40, Lemma
2.15].
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Let v be of the form (5.2.2) and assume that Ret¢ € WLSC(a, x) for some o > 1 and
X € (0,1]. Since [, [2]v(dz) < oo, the characteristic exponent ¢ is differentiable and

o)

(Im ) (&) = /Rz(l —coséz)v(dz) = (Cy — Cd)/ z(1 —coséz)vy(dz), €& €R.

0

Now we specify 1vy. Assume that 0 < f; < f2 < land 0 < az <1 < aj. Let 1p(dz) = %dz,
where f is non-negative, non-increasing and satisfies

axA T2 f(2) < f(A2) SaA P f(z), A>1,2>0.

For such vy it is easy to verify that Re is non-decreasing on [0, 00), and, by [10, Proposition
28], there is ¢1 = ¢1(f1, B2, a1, az) such that

|Cu — Ca| Reyp(§)
Cu+Cy 13 ’

|Im )’ (£)| < c|Cy — Cal f(1/€) < e £eR.

Next, we obtain the lower bound for S* for small \. We have, for = > 0,

)\+Rew(§)
T Rev()? + (Im (@)
1 Oosin:z: Im ¢(£)
S A R T T

_ %HA(:C) L L(2).

Since |Im(§)| < caRe(§), € € R, where ¢ = ¢2(f1,a1), by [40, Lemma 2.15], for x > 0 and
A < h(zx),

A _l > — COS X
Sa)= 1 [Ta 6)

™

7 d¢

\ 1 = de 1
H(w) 2 7r(1+c§)/o (1= cos 28 TR v (@) = “ah()

where c3 depends only on 1 and a;. The integration by parts implies, for > 0,

g(&)
(A +Rew(€))2 + (Im1)(€)2)”

maly(x) = /000(1 — cos z€) d¢

where

9(&) = 2Im (&) (Rew)) (§)(A + Ret(€)) + (Im¢)'(€) Im 1 (¢))
— (m ) (&) (A + Rew())* + (Imp(€)?)

Assume that C,, > Cy; then Im ), (Im))" and (Re))’ are non-negative on the positive half-line.
Therefore,

oo (Im )" (€)
nxly(x) > —/0 (1 —cosxf) (A + Rep(€))2 + (Im ¥ (€)2 dg
Cy,—Cy [® Re (&)
> —agi g ), 0 e s @
Cy,—Cy [ 1
2 e fy 0 o) e o
Cu.—Cy 1

> _
= T4, + CyRey(1/z)’
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where in the last inequality we used [10, Corollary 22] and ¢4 depends only on (31, 32, a1 and as.
Finally, we obtain

S)‘(x) >

1 ey Cy — Cy
_Au < ]
xh(x) (CS 7w Cy + Cd> » A< h(2)

Hence, for small g“jrgj, we have, for z > 0,

Th(@)’ A < h(z).

For x < 0, additional assumptions on f(s) — sf/(s) are needed in order to provide similar
calculations.
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Appendix A

A.1 Further comparability properties of characteristics of the
Lévy process

The aim of this Appendix is to deliver a number of comparability and scaling results concerning
main characteristics of the process (i.e. the Lévy-Khintchine exponent 1, the related function ®
and their inverses) and concentration functions K and h, as well as to provide useful sufficient
conditions for the weak lower scaling property of the (minus) second derivative of the Laplace
exponent. The content of this part will serve as a set of basic properties which will be in constant
usage throughout Chapters 3 and 4.

Let X = (X;: t > 0) be a one-dimensional Lévy process with the Lévy measure v supported
on the positive half-line and with the Lévy-Khintchine exponent of the form

G =P —ing— | (=1l yy(@)) v(dz), EER.

(0,00)

Recall that the concentration functions K and h are defined as

o
K(r):r—Q+r 2/(0T)\x|21/(dx), r >0,

and

0.2 |2

h(r)=— (1 A 302> v(dz), r>0.
(0,00) r

r2

Next, let us define the auxiliary function
[e.e]
T(z) = 202 —I—/ s’ y(ds), x> 0.
0

It is straightforward after lecture of Chapters 3 and 4 that the function Y corresponds to (minus)
second derivative of the Laplace exponent of X. Let us define

d(z) = 2°Y(z), =z >0.

In this appendix, under the assumption of weak lower scaling property of YT with the scaling
index a > 0, we eventually prove the following chain of comparabilities:

(@) ~ h(1/a) ~ K (1/x) = B(a) ~ ¥ (2), > ao.
At the end, we also provide two sufficient conditions that imply the scaling property of T.
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A.1.1 Various comparability properties

In this part we always assume that T € WLSC(a—2, ¢, z¢) for some ¢ € (0,1], 2o > 0 and a > 0.
It follows immediately that ® € WLSC(«, ¢, xo). Recall that the generalised (right-sided) inverse
function ®~! is defined as

d1(s) = sup{r > 0: ®*(r) = s},
where

®*(r) = sup D(s).

0<s<r

-1 -1

Clearly, ®~" is non-decreasing. Similarly to /™", we have (see the Notation subsection at the

beginning of Chapter 3) that
* (D 1(s)) = s, (D% (s)) > . (A.1.1)
Observe that, since, by monotonicity of T, for all x > 0 and A > 1,
d(Az) < N2®(x), (A.1.2)
by taking a supremum, we conclude that
d*(Az) < N20*(x). (A.1.3)

Furthermore, for any r > 0, let u be such that ®~!(r) = u. Then, by (A.1.3) and (A.1.1), for
any A > 1,

L) = 7T (AB*(u)) > 1@ (V) > V.

Thus, for any r > 0 and A > 1,

L) > VaeTi(r). (A.1.4)

Lemma A.1.1. Suppose T € WLSC(« — 2, ¢, z9) for some ¢ € (0,1], g > 0 and o > 0. There
is a constant C' > 0 such that for all x > xg,

CY(z) <o?+ s> v(ds).
(0,1/2)

Proof. First assume that o = 0; the extension to any o is immediate. Let f: (0,00) — R be a
function defined as

ft) = s2v(ds).
(0.t)

Observe that, by the Fubini-Tonelli theorem, for z > 0, we have

/ _It/ v(ds)dt = / / T dty(ds) = 271 (2).
0,t) 0,00)

Since f is non-decreasing, for any s > 0,

Y(z) = 2Lf(x) > /:o et f(t/x)dt > e f(s /),

Hence, for any u > 2,

T (z) :/Ou f(z/s) ds—l—/ f(z/s)ds < f(u/x) —I—/ =512 (z/2) ds.
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Therefore, setting x = Au > 2x, by the weak scaling property of Y,
FO/N) > T(ud) — 22T (uN/2) > (247 2¢ — 2e7Y2) T (uN/2).
At this stage, we select v > 2 such that
2072, 9p=u/2 5 972,
Then again, by the weak scaling property of T, for A > xg,
FA/N) = 22T (uA/2) = (e/u)*T(N),
which ends the proof. O

Since

K(1/2) < ed(a),
by Lemma A.1.1 we immediately obtain the following corollary.

Corollary A.1.2. Suppose T € WLSC(a — 2,¢, ) for some ¢ € (0,1], 29 > 0 and o > 0.
Then there is C' > 1 such that for all x > x,

Co(x) < K(1/z) < e®(x).

Proposition A.1.3. Suppose that T € WLSC(a — 2, ¢,x9) for some ¢ € (0,1], zy > 0, and
a > 0. Then there is C > 1 such that for all 0 < r < 1/x,

K(r) < h(r) < CK(r).
Proof. Since h(r) > K(r), it is enough to show that for some C' > 1 and 0 < r < 1/,
h(r) < CK(r).
In view of (2.2.4), we have

(9] 1/x 00
h(r) = 2/ K&Z 2o [reE 12 [T ko)L (A.1.5)
r S r S 1/zo S

Let us consider the first term on the right-hand side of (A.1.5). By Corollary A.1.2, we have
K(r)~ ®(1/r) for 0 < r < 1/x¢, which implies

1/x0 dS
/ K2 <K(@r), 0<r<1/z.
r S
This finishes the proof in the case zo = 0. If zy > 0, then, for 1/(2x¢) <r < 1/xp, we have

K(r)Z ®(1/r) 2 ®(x¢) > 0.

Hence, K(r) 2 1 for all 0 < r < 1/xg. Since the second term on the right-hand side of (A.1.5)
is constant, the proof is completed. O
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Let us notice that, by (2.2.6), Proposition A.1.3 and Corollary A.1.2, we have
¥ (z) = h(l/x) ~ K(1/x) ~ ®(x) (A.1.6)

for all © > z¢. In particular, there is ¢; € (0, 1] such that ¢* € WLSC(«, ¢1,x0). Moreover,

v (x) S K(1/z) = (02 +/ 82u(ds)>
(0,1/)
< o?r? 4 (1 — cossx) v(ds),
(0,1/z)
thus, for all z > x,
() S Rep(x). (A.1.7)

Proposition A.1.4. Suppose that T € WLSC(«a — 2,¢,x9) for some ¢ € (0,1], z9 > 0, and
a > 0. Then, for all v > 2h(1/xg),

(). (A.1.8)
Furthermore, there is C > 1 such that for all A > 1 and r > 2h(1/xg),
w7 () < OXVpTHr).

Proof. Using (2.2.6), we immediately get

b
h=1(r/2)

1

< w_l(r) < W

for all » > 0. On the other hand, by Proposition A.1.3 and [43, Lemma 2.3|, there is C' > 1 such
that for all A > 1 and r > h(1/xo),

1 Va1
< _— N
mon S (A.1.9)
Hence, for r > 2h(1/x9),
1
—1 —1/0[ < —1 < l/Ot 1.
C—2 i) S P (r) < C(24) 7h—1(r)’ (A.1.10)

proving (A.1.8). The weak upper scaling property of ¥~! is a consequence of (A.1.9) and
(A.1.10). 0

Proposition A.1.5. Suppose that T € WLSC(a — 2,¢,x9) for some ¢ € (0,1], z9 > 0, and
a > 0. Then, for all x > xg,
¥ (z) = ®*(x), (A.1.11)

and for all v > ®(xg),
) = (). (A.1.12)

Furthermore, there is C > 1 such that for all A > 1 and r > ®(x),

() < OAVOd (1), (A.1.13)
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Proof. We start by showing that there is C' > 1 such that for all z > xg,
C~ly*(x) < ®*(x) < CY*(z). (A.1.14)

The first inequality in (A.1.14) immediately follows from (A.1.6). If zp = 0, then the second
inequality is also the consequence of (A.1.6). In the case xg > 0 we observe that, for x > ¢, we
have

®*(2) = max { , S0P D(y), S <I>(y)}
< max {®*(20), %" () }

(£l

proving (A.1.14).
Now, using (A.1.14), we easily get

YHCT ) @7 (r) < 9T H(Cr)
for all r > C¢*(zp). Hence, by Proposition A.1.4,
o7 (r) = (r)
for r > C max {¢*(20), 2h(1/z0)}. Finally, since both ¢)~! and ®~! are positive and continuous,
at the possible expense of the constant we can extend the area of comparability to conclude
(A.1.12). Now, the scaling property of ®~! follows by (A.1.12) and Proposition A.1.4. O
Since & < ®*, by Proposition A.1.5 and (A.1.6) we immediately obtain the following.

Remark A.1.6. Suppose T € WLSC(a — 2, ¢, ) for some ¢ € (0,1], 29 > 0 and o > 0. There
is ¢1 € (0, 1] such that for all z > x,

(" (z) < B(x) < O (x).

Remark A.1.7. Note that, alternatively, one can define the (left-sided) generalized inverse
O_;(x) =inf{r > 0: ®.(r) =z},

where

O, (r) = inf &(x).

r<z

In such case we have

Clearly, for all z > 0,

Let u > o and set
ro = inf{r > 0: ®*(r) = u}.

By Proposition A.1.5, ®* € WLSC(a, ¢, xo) for some ¢ € (0,1] and ¢ > 0. Thus, for A > ¢/,
we get ©*(Arg) > @*(rg). It follows that, for all u > xo,

sup{r > 0: ®*(r) = u} < Xinf{r > 0: ®*(r) = u
< Xinf{r > 0: ®.(r) =u

Thus, for all r > x,
O (D*(r) S
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A.1.2 Sufficient conditions

Let us end this section with two useful sufficient conditions that entail the weak lower scaling
property of the (minus) second derivative of the Laplace exponent and allow us to apply results
from Chapters 3 and 4. First, we present the equivalence between scaling property of T and of
the real part of the characteristic exponent.

Proposition A.1.8. We have T € WLSC(a — 2, ¢, ) for some ¢ € (0,1], 9 > 0 and a > 0 if
and only if Rey € WLSC(a, &, ) for some ¢ € (0,1].

Proof. In view of (A.1.6) and (A.1.7), it remains to prove the second implication in the corollary.
We first prove that ¢* € WLSC(a, ¢1,x0) for some ¢; € (0,1]. Let x > z¢p and A > 1. By
monotonicity of ¢* and scaling property of Re ),

P*(Ax) = max {¢*(A\zg), sup Rew(r)}

Arg<x<Ax

Z max {¢*(x), \* sup Rew(r)}.

ro<r<z

Now observe that, since lim, o, Re1)(r) = oo, there is x1 > z such that Rey(x) > ¢*(zg) for
all x > x1, and consequently, for all A > 1 and = > zq,

Y*(A\z) 2 max {¢*(z0), \* sgp Rey(r)} = A\ (x),

and by standard extension argument we get scaling property of ¢* as desired.
Now, it remains to notice that, by the integral representation of T,

2K (1/z) S T(x) <z 2h(1/).
Thus, [43, Lemma 2.3] yields the claim. O

Next, although our starting object to operate with is the Laplace exponent, in some cases
it is more convenient to work with Lévy measure instead. The following proposition states that
an analogous condition on the tail of the Lévy measure is enough in our setting.

Proposition A.1.9. Suppose that there are xog > 0, C > 1 and a € (0,2] such that for all
0<r<l1l/xyand <A<,
v((r,00)) < CA*v((Ar, 00)). (A.1.15)

Then Y € WLSC(a — 2,¢,z9) for some ¢ € (0,1].

Proof. Let us first notice that, by the Fubini—Tonelli theorem,
h(r) =r—2 <02 + min {r?, 52}I/(d8)>
(0,00)

=2 (02 - 2/ tv((t,00)) dt) :
0
Thus, by (A.1.15), forall 0 <7 < 1/zpand 0 < A <1,

C 20\«

a 2 "
CAX*h(Ar) = 2=a727 + =3 /0 tv((At, 00)) dt

o2 9 T (A.1.16)
> ot 702/0 tv((t,00)) dt

= h(r).
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Hence, by [43, Lemma 2.3], there is C’ > 1 such that, for all 0 < r < 1/xo,
K(r) <h(r) <C'K(r). (A.1.17)
The integral representation of T entails that
ez 2K (1/z) < Y(z) < e*2 %27 2n(1/2), x>0,

thus, by (A.1.17), we obtain
Y(z) ~ z 2h(1/x)

for all © > zy. Now, the weak lower scaling property of T is a consequence of (A.1.16). O
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