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Report on the Doctoral Dissertation by Tomasz Skalski

Geometric and Combinatorial Aspects of Statistical Models

This thesis clearly shows the candidate mathematical insights and broadness. lt is novel and timely work, and
the candidate’s contributions are highly relevant in modern statistics and geometry.

After a nice introduction highlighting the main contributions of the thesis, and an exposition of the tools and
notions needed, the work presents in Chapter 3 the results for the SLOPE estimator, primarily for the case of
orthogonal design. The estimator is characterized as a saddle point, a so-called min-max solution. The
candidate presents a geometric view of the dual unit ball of the SLOPE norm. The dual ball plays an important
role in the theoretical analysis of SLOPE. For the case of i.i.d. Gaussian noise, the candidate shows strong
consistency under certain conditions and also cases where consistency does not hold. The results are
established by a careful comparison with the OLS estimator. Very importantly, the candidate also derives pattern
recovery of SLOPE. Chapter 4 goes beyond orthogonal design and in fact shows necessary and sufficient
conditions for pattern recovery, thus establishing superiority in this respect of the SLOPE as compared to the
LASSO: For the noiseless case it gives a SLOPE-version of the irrepresentability condition, and then asympotics
for the noisy case and various designs. The candidate gives original and very helpful geometric interpretations.

Chapter 5 goes beyond the special case of a SLOPE penalty by studying polyhedral norm penalties. It starts out
with properties of normal cones, and the relation with sub-differentials and pattern recovery. The candidate
derives the irrepresentability condition for polyhedral norm penalities in the noiseless case, which shows that’
pattern recovery for such penalized estimators can only happen under rather strong conditions. However, the
candidate shows that the thresholded estimator can recover the pattern under the much weaker accessibility
condition. Here, uniform uniqueness is assumed, and characterized. .

Chapter 6 is about a different theme: existence of maximum likelihood estimators (MLE’s) in discrete exponential
families. This is an important problem: one may think for example of logistic regression where the MLE does not
exist if the data are separable. It is shown that existence can be checked by solving a linear programming
problem, thus relating the question to (convex) geometry. Moreover, in the i.i.d. case, the existence is shown to
be guaranteed when having a large enough sample. As an important special case, the candidate considers
random graphs. For example, it is shown that the MLE exists if the number of samples is at least log N, where N
is the number of nodes. The results are also applied to exponential families with Walsh functions, where the Ising
model is a special case. '




The last chapter of the thesis examines the Laplacian of graphs. It shows that the augmented graph Laplacian is ‘
the inverse of the corresponding covariance matrix of a random vector. Moreover. when there is only one root,
the determinant is the number of spanning trees. This has important consequences for the Gaussian case.

The candidéte carried out several interesting simulation studies to illustrate the theoretical results.
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" | strongly support the acceptance of this thesis and as Doctoral Dissertation at Wroctaw University of Science
and Technology and Université D’Angers.
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