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Abstract

This thesis presents results of heterogeneous integration of InAs/InP semiconduc-
tor quantum dots (QDs) with photonic structures (waveguides, photonic crystals,
and optical fibers) and their optical characterization for the purpose of quantum in-
formation processing realized on-chip. The characterization of devices fabricated
using a large-area direct bonding technique allowed proving the successful hybrid
integration of the InP and silicon-on-insulator (SOI) platforms, enabling the cou-
pling of single photons emitted by QDs into the interior of the SOI chip. This ap-
proach offers a scalable and cost-effective solution for creating dense multi-source
on-chip environments within complex quantum photonic circuits. Fabrication and
characterization were focused on the telecom C-band for compatibility with fiber
networks. Experimentally demonstrated light coupling between the InP and SOI
platforms was evidenced by the observation of photons outcoupled at both the InP
outcoupler and the cleaved facet of the SOI waveguide with a determined on-chip
coupling efficiency of 5.1 % between the QD source and the SOI waveguide, with a
high single-photon purity operation at the level of 98 %.

In addition, this thesis presents the development and characterization of an inte-
grated quantum light source for long-haul fiber-optic quantum communication. De-
signed, fabricated, and optically characterized, a single-photon emitter was based
on InAs/InP quantum dots embedded within an InP H1 point defect 2D photonic
crystal cavity. For this device, a micro-transfer printing process was developed to
transfer the photonic crystal with QDs to standard single-mode fiber. The inte-
grated source was then characterized within a cryocooler at 15 K, demonstrating
high-quality single-photon emission with a second-order autocorrelation function
with purity of 86 % and stable operation. To validate the system’s performance in a
realistic setting, an all-fiber optical channel was established between two laboratory
nodes. This fabrication and experimental investigation allowed for demonstration of
a robust and plug-and-play single-photon source operating in the third telecom win-
dow, paving the way for practical and scalable quantum communication networks
utilizing fiber-optic infrastructure.

A developed micro-transfer printing process enabled highly accurate, precise,
and deterministic transfer of individual InP nanobeams with InAs/InP quantum
dots within 1D photonic crystal cavities. With this advanced method, transfer with
exceptional control given by sub-100 nm (1-sigma) accuracy and precision was
achieved. It allowed the integration of these nanobeams into diverse configurations
(also automatically with high throughput) and on various material platforms, in-
cluding Si, SiN, InP waveguides, and metal contacts. The research presented in this
thesis features direct bonding and especially micro-transfer printing as a universal
integration technique for the development of quantum photonic integrated circuits.
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Streszczenie
Niniejsza rozprawa przedstawia wyniki heterogenicznej integracji kropek kwan-
towych InAs/InP ze strukturami fotonicznymi takimi jak falowody, kryształy fo-
toniczne oraz ze światłowodami. Praca prezentuje badania takich zintegrowanych
układów w kontekście ich wykorzystania w dziedzinie przetwarzania informacji
kwantowej oraz późniejszego wytwarzania takich układów w większej skali.
Charakteryzacja urządzeń wytworzonych z wykorzystaniem techniki bezpośred-
niego łączenia pozwoliła potwierdzić skuteczną integrację platform InP oraz Si,
umożliwiając sprzężenie pojedynczych fotonów emitowanych przez kropki kwan-
towe do wnętrza układu fotonicznego. To podejście oferuje skalowalne rozwiązanie
do wytwarzania wielu emiterów na jednym chipie w kontekście realizacji złożonych
kwantowych układów logicznych. Proces wytwarzania i charakteryzacja zostały
ukierunkowane na pasmo telekomunikacyjne C, aby zapewnić kompatybilność
z sieciami światłowodowymi. Eksperymentalnie wykazano sprzężenie światła
pomiędzy platformami InP i Si poprzez obserwację fotonów wyemitowanych
zarówno z chipu, jak i falowodu Si znajdującego się na krawędzi, uzyskując na
chipie wydajność sprzężenia na poziomie 5.1 % pomiędzy źródłem pojedynczych
fotonów a falowodem Si, jednocześnie zachowując wysoką czystości emisji
pojedynczych fotonów na poziomie 98 %.

Rozprawa przedstawia również opracowanie i charakteryzację zintegrowanego
źródła pojedynczych fotonów do komunikacji kwantowej. Zaprojektowany, wyt-
worzony i scharakteryzowany optycznie emiter pojedynczych fotonów bazuję
również na kropkach kwantowych InAs osadzonych we wnęce dwuwymiarowego
kryształu fotonicznego z InP. W celu integracji tego urządzenia opracowano
proces technologiczny z wykorzystaniem druku mikrotransferowego pozwalający
na przeniesienie kryształu fotonicznego na standardowy światłowód jednomod-
owy. Źródło zostało następnie scharakteryzowane w temperaturze 15 K, wykazując
emisję pojedynczych fotonów podczas pomiaru autokorelacji drugiego rzędu
o czystości na poziome 86 % oraz stabilną emisję. Proces wytwarzania oraz
przeprowadzone eksperymenty pozwoliły na demonstrację wysokiego potencjału
zastosowania takiego urządzenia jako źródła pojedynczych fotonów pracującego w
trzecim oknie telekomunikacyjnym, torując drogę do praktycznych i skalowalnych
sieci komunikacji kwantowej wykorzystujących infrastrukturę światłowodową.

Opracowany proces druku mikrotransferowego umożliwił precyzyjne i deter-
ministyczne przenoszenie pojedynczych falowodów InP z kropkami kwantowymi
InAs/InP umieszczonymi w jednowymiarowych kryształach fotonicznych. Metoda
ta pozwoliła osiągnąć dokładność i precyzję transferu poniżej 100 nm. Umożliwiło
to deterministyczną integrację tych struktur z falowodami Si, SiN, InP, oraz kontak-
tami metalicznymi. Prezentowane w tej rozprawie badania podkreślają znaczenie
techniki bezpośredniego łączenia oraz, w szczególności druku mikrotransferowego
jako uniwersalnej metody integracji do rozwoju zintegrowanych układów fotoniki
kwantowej.
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Chapter 1

Introduction

1.1 Motivation

Quantum photonic integrated circuits (qPICs) hold significant promise in enabling
large-scale fault-tolerant universal quantum computation [1–8]. This is one of the
most prominent goals in quantum information processing, where quantum mechan-
ical effects such as superposition [9] and entanglement [10] are used to process infor-
mation. Given that many natural systems are inherently quantum and involve large
Hilbert spaces, a clear application is to attempt to simulate these systems. The limita-
tions of current computers lie in the exponential growth of the number of operations
and parameters necessary to process and store the information in the system [11].
By directly mapping the time evolution of a quantum system to the propagation of
single photons within qPICs, quantum simulations can be carried out using linear
quantum photonics algorithms, requiring many fewer resources compared to classi-
cal simulations. qPICs can be used for combinatorial optimization [12] and quantum
physics simulations [13]. Currently, compared to modern conventional processors,
quantum computers based on superconducting circuits and photons have shown
a computational advantage, although they are designed to solve only very specific
problems [14]. Photon-based PIC technology can integrate numerous optical compo-
nents onto compact chips, leveraging the mature photonics manufacturing and fab-
rication industry [15]. As demonstrated by the Knill-Laflamme-Miliburn [16] (KLM
scheme), universal all-optical quantum computing is feasible using a few elements,
which are: indistinguishable single-photon sources, linear-optical quantum circuits,
and single-photon detectors. Based on that, one key challenge in the development
of qPIC is the creation of efficient and integrated single-photon sources [17] with
their operation at 1550 nm being beneficial due to the high transmission of signal.
However, to leverage quantum information processing within silicon-based PICs,
it is essential to incorporate single-photon emitters, likely made from different ma-
terials, to address the inherent limitations of the silicon platform in the generation
of light [18]. Consequently, considerable effort has been made to effectively inte-
grate direct-bandgap emissive materials with it. Various technological approaches
are available for III-V-on-Si integration, including well-established methods like flip-
ping a chip followed by direct or adhesive bonding, as well as emerging techniques
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such as direct epitaxial growth or micro-transfer printing (µTP). Quantum emitters
such as semiconductor quantum dots (QDs), known for their excellent single-photon
properties [19, 20], are one of the proposed quantum emitters that have already
been integrated with various photonic circuit platforms [1, 2, 6, 7, 21], showing
great promise in this application. When these emitters are embedded in bulk di-
electric materials, their emission rates are typically too low for efficient information
processing. Certain electromagnetic environments like photonic crystals and cavi-
ties can boost these emission rates through Purcell enhancement, and experiments
have shown that it is possible to preserve the quality of single-photon sources (SPSs)
in such settings, which motivates further engineering of light-matter coupling in a
form of photonic crystal cavities (PhCC) with SPS. This thesis directly goes into these
integration challenges and provides fabrication solutions and experimental verifica-
tions.
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1.2 Thesis structure

This work is driven by the goal of integrating quantum emitters with photonic inte-
grated circuits to form a demonstration of applicable qPIC. The dissertation is struc-
tured into 6 chapters. The key concepts are introduced in the first chapter. In subse-
quent chapters, the created fabrication and integration processes are presented along
with the experimental results and conclusions derived from this research.

• Chapter 1 - Introduction: This chapter begins with the motivation behind the
research, potential benefits of developing qPICs for quantum information tech-
nologies are highlighted. The research goals and methodologies are stated.
The key concepts regarding quantum dots (growth, confinement, and excitonic
complexes) are introduced. Essential photonic elements required for qPICs are
presented. This chapter also describes the experimental setup configurations
used to investigate the samples, including the standard microphotolumines-
cence experiment, as well as its specific orthogonal configuration and the setup
with the all-fiber-coupled detection configuration. Additionally, there is a de-
scription of the developed software used for the stabilization of the structures
during the photoluminescence experiment.

• Chapter 2 - Fabrication: This chapter outlines the workflow developed for the
samples’ fabrication, as it is described in Sect. 1.3. It also provides an overview
of the technology and the equipment used in the process (lithography, char-
acterization, wet and dry etching). Last, a comprehensive description of the
newly developed micro-transfer printing technique is given.

• Chapter 3 - Direct Bonding: In this chapter, the device design and FDTD sim-
ulations are provided. The optical characterization is divided in the section
on microphotoluminescence experiments in normal and orthogonal configu-
rations, finalized with single-photon measurements (to assess on-chip single-
photon purity).

• Chapter 4 and 5 - Heterogeneous integration with micro-transfer printing:
These chapters describe the results of the fabrication and the experimental in-
vestigation of the heterogeneously integrated InAs/InP QDs PhCCs with fiber,
SOI chip, SiN waveguides, and metal contacts using micro-transfer printing.
Additionally, this chapter provides an analysis of the micro-transfer printing
precision and accuracy.

• Chapter 6 - Summary and conclusions: The summary of the key results of this
work is presented.
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1.3 Investigated samples, contributions, and publications

This thesis presents experimental results for 5 types of structures, all fabricated in the
Nanolab facility at the Technical University of Denmark (DTU). All the structures are
based on epitaxial InAs QDs embedded in the InP matrix and emitting between 1.5
µm and 1.6 µm photon wavelengths. In all of the cases, the epitaxial quantum dots
were fabricated by the team of Dr. Elizaveta Semenova at DTU. The QDs’ physical
environment (InP) was lithographically defined to form microsized photonic struc-
tures: waveguides (referred to as nanobeams), 1D photonic crystal cavities, tapers,
H0 and H1 photonic crystal cavities. These nanostructures were hybridized either
with Si, SiN, or InP waveguides, and with a single-mode fiber core or metal contacts,
using either direct bonding or micro-transfer printing. Chapter 3, describes the fab-
rication of a sample with heterogeneously integrated InAs/InP QDs with the SOI
platform using direct bonding. This structure was fabricated mainly by Dr. Paweł
Holewa and Dr. Aurimas Sakans under the supervision of Dr. Elizaveta Semenova
and Prof. Kresten Yvind. The spectral characterization of the structure described in
Sect. 3.2.1 was performed by the author under the supervision of Dr. Paweł Mrow-
iński and Prof. Marcin Syperek. During a 6-month internship at DTU, the author
developed a micro-transfer printing process flow which was used for the first time
at DTU to fabricate the structures described in Chapters 4 and 5. Studies on this type
of structure were presented in Chapt. 5. For the samples fabricated by µTP, the target
SiN waveguides were provided by Dr. Yi Zheng and the SOI chip with Si waveg-
uides and outcouplers was provided by Prof. Yunhong Ding, both from DTU. The
authors’ contributions are presented in Tab. 1.1.

Samp. name Ch. Fab.1, 2 Simulations Exp.3 Manuscript4

Direct Bond. 35 Dr. P. Holewa Dr. P. Mrowiński Author Author
Dr. A. Sakanas

Fiber 46 Author Author Author Author
SOI 5.1 Author7 Not included Author -
SiN 5.2 Author8 Not included Author -
Met. Contacts 5.3 Author - Author -

TABLE 1.1: Authors contributions.

1Fabrication was done under supervision of Dr. Elizaveta Semenova and Prof. Kresten Yvind.
2InP wafers with QDs were grown by Dr. Paweł Holewa and he performed an e-beam lithography

process steps.
3Experiments were done under Dr. Paweł Mrowiński and Assoc. Prof. Marcin Syperek’s supervi-

sion.
4Author of the first version of the manuscript.
5Work in this chapter was published in Optics Express [22].
6Work in this chapter is available on ArXiv [23].
7SOI chip with outcouplers was provided by Prof. Yunhong Ding.
8SiN chip with waveguides was provided by Dr. Yi Zheng.
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Publications

Certain results and figures shown in this work have been previously published in
the following publications:

1. Marek Burakowski9, Paweł Holewa, Paweł Mrowiński, Aurimas Sakanas,
Anna J. Musiał, Grzegorz Sęk, Kresten Yvind, Elizaveta S. Semenova,
Marcin G. Syperek, Heterogeneous integration of single InAs/InP quantum dots

with the SOI chip using direct bonding. Optics Express, Volume 32, 2024.
doi.org/10.1364/OE.515223 - Editor’s Pick.

2. Marek G. Mikulicz, Paweł Mrowiński, Paweł Holewa, Kresten Yvind, Marcin
Syperek, Elizaveta Semenova, InAs/InP quantum dot based C-Band all-fiber plug-

and-play triggered single-photon source integrated using micro-transfer printing.
ArXiv, 2024, ArXiv:2411.16490 - In the process of reviewing in the journal:
Physical Review Applied

3. Marek G. Mikulicz, microStabilize: In-plane microstructure stabilization in opti-

cal microscopy via normalized correlation coefficient matching method. SoftwareX,
Volume 29, 2025. doi.org/10.1016/j.softx.2025.102065.

The following papers were published during the PhD but are not included in this
thesis:

1. Paweł Holewa, Daniel A. Vajner, Emilia Zięba-Ostój, Maja Wasiluk, Benedek
Gaál, Aurimas Sakanas, Marek Burakowski, Paweł Mrowiński, Bartosz
Krajnik, Meng Xiong, Kresten Yvind, Niels Gregersen, Anna J. Musiał,
Alexander Huck, Tobias Heindel, Marcin G. Syperek, Elizaveta S. Se-
menova, High-throughput quantum photonic devices emitting indistinguishable

photons in the telecom C-band. Nature Communications, Volume 15, 2024.
https://doi.org/10.1038/s41467-024-47551-7.

2. Maciej Jaworski, Paweł Mrowiński, Marek G. Mikulicz, Paweł Holewa,
Laura Zeidler, Marcin Syperek, Elizaveta Semenova, and Grzegorz Sęk,
Xenon plasma-focused ion beam milling for fabrication of high-purity, bright

single-photon sources operating in the C-band, Optics Express, Volume 32, 2024.
https://doi.org/10.1364/OE.534313.

3. Marek Burakowski, Paweł Mrowiński, Michał Gawełczyk, Johann P. Re-
ithmaier, Sven Höfling, Grzegorz Sęk, Diamagnetic coefficients and g-factors

of InAs/InGaAlAs quantum dashes emitting at telecom wavelengths, Journal of

Applied Physics, Volume 132, 2022. https://doi.org/10.1063/5.0101345.

4. Paweł J. Podemski, Michał Gawełczyk, Paweł D. Wyborski, Hanna Salamon,
Marek Burakowski, Anna J. Musiał, Johann P. Reithmaier, Mohamed Beny-
oucef, Grzegorz Sęk, Spin memory effect in charged single telecom quantum dots,
Optics Express, Volume 29, 2021. https://doi.org/10.1364/OE.438708.

9Author’s family name

https://doi.org/10.1364/OE.515223
https://arxiv.org/pdf/2411.16490
https://doi.org/10.1016/j.softx.2025.102065
https://doi.org/10.1038/s41467-024-47551-7
https://doi.org/10.1364/OE.534313
https://doi.org/10.1063/5.0101345
https://doi.org/10.1364/OE.438708
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5. Wojciech Rudno-Rudziński, Marek Burakowski, Johann P. Reithmaier, Anna
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1.4 Research goals and methodology

Research goals

• Demonstrating the feasibility of direct bonding for the integration process of
InAs/InP QDs and SOI platforms, enabling efficient coupling of single pho-
tons generated by QDs into the silicon photonic chip. Next, characterization
of the performance of the integrated device, including demonstration of light
coupling between InP and SOI platforms, measurement of single-photon emis-
sion characteristics (e.g., single photon generation purity), and evaluation of
photon coupling efficiency into the Si waveguide.

• Developing the InAs/InP QD-based, fiber-integrated single-photon source
structure coupled to photonic crystal cavities, including design, fabrication,
and characterization. The structure with InAs/InP quantum dots is integrated
by micro-transfer printing with a single-mode optical fiber. Subsequently,
testing the device’s applicability to long-haul quantum communication by
establishing a stable, all-fiber quantum link between two laboratory nodes.

• Developing the process for micro-transfer printing of micrometer-sized
waveguides with InAs/InP QDs to various photonics material platforms
( SOI, SiN, InP, metal contacts) with defined microstructures (waveguides,
gratings, edge outcouplers), as well as characterization in terms of accuracy
and precision of the transfer and its impact on the spectral and electrical
response of the devices.

Methodology

Research methodology can be divided into device fabrication, integration, and char-
acterization in a cleanroom, optical characterization in spectroscopy laboratories,
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and numerical simulations in commercially available software (Ansys Lumerical).
A description of each technique is given in the first two chapters, including:

• Device fabrication, characterization and integration - numerous fabrication
methods available in a cleanroom environment were utilized, including
techniques such as: optical and electron beam lithography (to define the InP
waveguides, cavities and other nanometer-precise components), wet and
dry etching, SEM and AFM characterization, direct bonding (for high yield
fabrication), micro-transfer printing (allowing a pick-and-place deterministic
integration).

• Optical characterization - multiple spectroscopy techniques were used to char-
acterize optical properties of the devices, these techniques include: high spec-
tral and spatial resolution microphotoluminescence, polarization and time re-
solved photoluminescence measurements (second-order autocorrelation and
photoluminescence decay), also in all-fiber setup and orthogonal configura-
tion. These experiments are conducted to estimate the light coupling efficiency
between different hybridized platforms, a QD single-photon emission purity,
and overall performance of the integrated system.

• Numerical simulations and modeling - 3D finite-difference time-domain simu-
lations allowed to optimize cavity designs to match the target C-Band window
and predict coupling efficiencies for various components (hybrid waveguides
and couplers) in photonic integrated circuits.

Overall, as presented in subsequent chapters, these techniques allowed for the fabri-
cation and characterization of devices presented in this thesis. High variance of the
design and materials in the fabricated devices, spanning from the millimeter scale
integration with Si waveguides to sub 100 nm precise deterministic transfer, shows
high versatility of these techniques for fabricating various structures for quantum
photonic integrated circuits. Spectroscopy measurements allowed to provide piv-
otal information about the on-chip photons in photonic integrated circuits, with the
information on the single-photon emission purity, identification of excitonic com-
plexes being the source of single photons, long-term signal stability throughout the
laboratory nodes, and on-chip coupling efficiency being crucial for their further de-
velopment.
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1.5 Quantum dots

The growth of semiconductor quantum dots (also known as zero-dimensional semi-
conductor nanostructures) has been the subject of numerous studies since the 1990s.
Because of their extremely small size in the range of nanometers (for epitaxially
grown, typically lens-shaped QDs with a small height in the range of a few nanome-
ters and a larger diameter of tens of nanometers), they confine charge carriers in all
three dimensions. Over the past three decades, self-assembled semiconductor QDs
have attracted significant interest both due to interesting fundamental physics and
due to their application potential (Nobel Prize in Chemistry in 2023). For instance,
QD lasers can offer several benefits, including a temperature-insensitive threshold
current, a lower threshold current density compared to quantum well lasers, high
differential gain, and a broad modulation bandwidth [24, 25]. Furthermore, QD
infrared photodetectors are expected to exhibit high responsivity and detectivity, ef-
fectively respond to normally incident infrared light, and can function in a wider
temperature range [26, 27]. QDs also hold great promise for the development of
other advanced devices such as optical and electronic memories, triggered single-
photon sources, entangled photon-pair sources, optically triggered single-electron
sources, and all-optical quantum gates [28–32]. Their application is also found in
commercially available devices such as large-area QLED TVs [33], in the automobile
industry [34], and in the sector of wearable electronics [35]. For novel physics, QDs
coupled to photonic cavities are used to study quantum cavity electrodynamics [36,
37] (for more details see Sect. 1.5.6.1), interaction with the nuclear spin reservoir [38,
39], and coupled QD systems [40–42].

1.5.1 Quantum dot growth

Quantum dots can be fabricated through various growth techniques, including col-
loidal synthesis, the sol-gel process, and epitaxial methods such as molecular beam
epitaxy (MBE) or metalorganic chemical vapour deposition (MOCVD). Typically,
high-quality semiconductor QDs are grown using MBE (with ultrapure materials
used in effusion cells) and MOCVD. To confine the carriers in three dimensions,
the QD material is surrounded by the larger bandgap matrix material. Typically,
quantum dots are grown using the Stranski-Krastanow (SK) growth mode, [43–45],
growth modes are visualized in Fig. 1.1 . QDs are formed through coherent het-
eroepitaxy involving two materials with a lattice mismatch. Initially, as a result of
the substrate’s higher surface energy, the deposited material forms a pseudomor-
phic (2D) wetting layer (WL) over the first few monolayers (ML). However, the lat-
tice mismatch induces compressive strain and a build-up of elastic energy within
the epitaxial layer. Once the WL exceeds a certain thickness, known as the critical
thickness, a spontaneous transition from 2D to 3D growth mode occurs, leading to
the formation of QDs. This model suggests that the transition rate from the WL to
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FIGURE 1.1: Visualization of the three distinct growth modes: a)
Frank–Van der Merwe, b) Volmer–Weber, and c) Stranski–Krastanov.

Overlayer atoms (red) and substrate atoms (blue) are depicted.

QDs increases as the WL thickness and associated strain accumulate. This acceler-
ation continues until the WL consumption rate balances the material supply from
the growth precursors. Then these QDs, in the form of typically flat, lens-shaped
atomic islands, are capped to protect the QD crystal structure and their surface from
oxidation and the adverse influence of surface states. As an alternative, epitaxial
QDs can also be formed in the droplet epitaxy process [46], where the deposition of
metal nanodroplets [47] (e.g. from Ga or Al) on the surface creates nanoholes under
certain conditions that can later be filled with a QD material. Since this approach is
not stress-driven, it can lead to the formation of QDs with higher in-plane symmetry,
desired, e.g. for the generation of entangled photon pairs.

1.5.2 Quantum confinement

The de Broglie wavelength (λD) serves as an approximate measure of the spatial
extent or "size" of a particle in terms of its quantum wave properties. For an electron
in a semiconductor, it is on the order of a few tens of nanometers, which is about
two orders higher than the distance between the nearest-neighbor atoms. It can be
approximated by:

λD ∼
h

√

m∗
e kBT

(1.1)

where h is Planck’s constant, m∗
e is the effective mass of the electron, kB is the Boltz-

mann constant, and T is the temperature. If the dimensions of the structure are
reduced to the order of λD then the motion of a carrier is confined.
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The behavior of electrons in large-scale semiconductor crystals is described us-
ing the Schrödinger equation, which connects the crystal lattice potential to the elec-
tron’s energy by the equation:

[

p2

2m0
+ V(r)

]

Ψ =

[

−
h̄2

2m0
∆ + V(r)

]

Ψ

HΨ = EΨ

(1.2)

The momentum operator is defined as p = −ih̄∇, r represents the position vector, m0

denotes the mass of a free electron, and V(r) corresponds to the periodic potential
of the crystal lattice. Bloch’s theorem states that the solutions to the Schrödinger
equation within a crystalline structure take the form of Bloch waves, which can be
expressed as:

Ψ = eik·ruk(r) (1.3)

The wave vector of the electron, k, and the Bloch function, uk, which exhibits the spa-
tial periodicity of the crystal lattice, define Bloch waves. These waves are expressed
as the product of a plane wave, eik·r, and the periodic Bloch function uk(r), captur-
ing both the atomic and macroscopic characteristics of the wavefunction within a
crystal. The Schrödinger equation solutions can be derived straightforwardly under
the assumption of periodic lattice potentials, as modeled by the Kronig-Penney ap-
proach. These solutions establish a relationship between the energy eigenvalue and
the magnitude of the k-vector via the effective mass in the crystal, m∗, following a
parabolic expression.

E =
h̄2k2

2m∗
(1.4)

The application of Born-von Kármán periodic boundary conditions defines the al-
lowed k-vector values within a macroscopic crystal. These values are specified for
each spatial dimension Li and where ni are integers as follows:

ki = ±ni
2π

Li
(1.5)

Aforementioned confinement reduces the density of states D(E) and this analysis
directly pictures the allowed energy-dependent density of states based on the di-
mensionality of quantum confinement presented in Fig 1.2 which depicts how the
D(E) changes with the reducing dimensionality of the structure going through the
bulk material with the density of states taking the form of a square root of E and the
quantum well, where D(E) takes the form of "steps" (Fig. 1.2 - purple line). The en-
ergy position of the "steps" can be engineered by adjusting the thickness of the well.
Further reducing dimensions in two directions leads to the formation of a quantum
wire, and in all three dimensions - a QD. In the latter case, the carriers’ movement
is effectively frozen. This system is referred to as 0D. As seen in Fig. 1.2 (black line),
for the QD, the density of states is discretized, taking the form of the Dirac function,
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which is similar to what is observed in atoms. Therefore, QDs, albeit consisting of a
few thousand atoms, are sometimes called by a simplifying analogy "artificial atoms"
because they exhibit the same density of states as an atom, but their properties can
be engineered. Most importantly, their emission energy can be controlled with size.
As a drawback, the electrons in QDs undergo coupling with their crystalline en-
vironment. This coupling can involve lattice phonons or electrostatic interactions
between the electrons of a QD and those of the surrounding crystal (Auger effect at
high carrier concentration, N-body effect, and Coulomb interactions between charge
carriers). This QD interaction with its environment leads to a significant broadening
of the photoluminescence peaks Fig. 1.2 (dotted line). At elevated temperatures, the
spectral lines broaden, reaching several meV at room temperature. This substantial
homogeneous broadening observed at room temperature is one of a key distinctions
between QDs and atoms.
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 Quantum Wire (1D)  Quantum Dot (0D)

 Inhomogeneous broadening

FIGURE 1.2: Density of states as a function of energy for various di-
mensional systems, including bulk (3D), quantum wells (2D), quan-
tum wires (1D), and quantum dots (0D), with dotted line accounting
for inhomogeneous broadening effects illustrated for actual quantum

dot structures.

1.5.3 InAs Quantum Dots

At the beginning of QD research, less attention has been placed on InAs QDs grown
on InP substrates [48–50], where InAs QDs were fabricated first on a GaAs substrate,
with a change in their applicability to telecom wavelengths due to the development
of metamorphic buffer layers [51, 52]. InAs QDs on GaAs typically emit wavelengths
shorter than 1200 nm, generally centered around 900 nm, primarily due to compres-
sive strain that results in a noticeable blue-shift compared to the bulk emission of
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InAs (although their emission wavelength can successfully be shifted toward 1550
nm [53]). InAs QDs in the InP matrix can emit over a broader range of 1200-2300 nm.
This makes InAs/InP QDs naturally more suitable for optoelectronic devices oper-
ating in the 1300-1550 nm range, crucial for long-distance optical fiber communica-
tion systems using single-mode silica fiber with zero chromatic dispersion at 1310
nm and minimal attenuation at 1550 nm (see also Sect. 1.6.3). Not mentioning low
attenuation in PIC based on Si and SiN, such wavelengths are also beneficial for bio-
logical imaging systems [54] where optoelectronic devices using InAs/InP QDs can
be applied in optical coherence tomography (OCT), offering high-resolution images
of biological tissues, and are valuable in fields such as ophthalmology, neurology,
and endoscopy [55]. Extending the emission wavelength to 2300 nm makes these
QDs useful for environmental monitoring and remote sensing of gases. Overall, the
capability to grow and adjust the emission wavelength of InAs/InP QDs holds sig-
nificant technological importance. Strong carrier binding in InAs/InP QDs supports
room-temperature applications, with significant hole confinement energy (around
400 meV), suggesting potential use in memory devices [56]. Among III-V materi-
als, InAs exhibits high electron mobility [57]. The effective masses of electrons and
holes in these QDs are reduced compared to those in GaAs [58], leading to larger
energy-level separation, reducing excited-state populations, and the system, in turn,
requires a higher phonon energy to promote a carrier to a higher level. InAs/InP
QDs are expected to show single-photon operation at elevated temperatures [59,
60]. Atomistic calculations reveal (Tab. 1.2) that s-p level spacings are:

s-p level spacing InAs/InP QD InAs/GaAs QD

Electron 50-70 meV 70-80 meV
Hole 20-30 meV 10-20 meV

TABLE 1.2: Comparison of s-p level spacing for electrons and holes
in InAs/InP and InAs/GaAs quantum dots (after Ref. [61]).

Table 1.3 summarizes the key physical parameters of GaAs, InAs, and InP, which are
critical for modeling and understanding their suitability in optoelectronic applica-
tions.
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Parameter Symbol Units GaAs InAs InP

Effective heavy hole mass m∗
hh m0 0.41 0.39 0.44

Effective light hole mass m∗
lh m0 0.071 0.028 0.10

Effective electron mass m∗
e m0 0.068 0.025 0.091

Bandgap energy Eg(Γ) eV 1.424 0.354 1.342
Lattice constant a nm 0.565325 0.60583 0.58697
Static dielectric constant ϵr - 13.1 14.6 12.4
Effective Bohr radius a∗B nm 10.2 30.9 7.2
Rydberg constant R∗ meV 4.6 1.5 6.7

TABLE 1.3: Key parameters for GaAs, InAs, and InP at T=300 K (after
Ref. [62]).

InAs/InP Groups

The reference map in Fig. 1.3, based on the bibliographic data generated through the
OpenAlex API via VOSviewer, shows the academic landscape in the development of
InAs/InP QD-based single-photon devices in 2024. By analyzing co-authorship be-
tween organizations with a minimum document threshold of 10, the map highlights
significant collaborations, particularly the position of WUST showing its research
network with the Technical University of Denmark (DTU) and German universities
(University of Kassel, Würzburg, and Berlin).

FIGURE 1.3: Co-authorship landscape of the development of
InAs/InP QD-based single-photon devices in 2024 highlighting po-
sition of WUST, DTU, TUB, Kassel, Würzburg, Stuttgart, Sheffield,

Toshiba, Stuttgart, Eindhoven, CNRS, and UTokyo.

1.5.4 Excitonic complexes in QDs

To set up the discussion relevant to subsequent chapters, it is crucial to introduce
and analyze the fundamental excitations confined to quantum dots. The most ba-
sic excitation is the neutral exciton, formed by the Coulomb attraction between an
electron and a hole. In most semiconductors, the relatively large dielectric constants
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(e.g., the static dielectric constant for InAs is 14.6) lead to significant screening of
the Coulomb interaction. Consequently, the exciton radius in bulk materials be-
comes several times larger than the lattice spacing, giving rise to what is known as
a Wannier-Mott exciton.

The Coulomb-bound electron-hole pair in such systems can be described using a
hydrogen-like Hamiltonian:

Ĥ = −
h̄2

2mh
∇2

h −
h̄2

2me
∇2

e −
e2

ε|re − rh|
(1.6)

where me and mh are the effective masses of the electron and the hole, and ϵ is the
dielectric constant. This model, while useful for introductory purposes, is highly
simplified. It neglects essential factors such as the shape of the confining potential,
strain effects, and exchange correlation. These factors significantly influence the ex-
citon’s energy and behavior, necessitating more advanced theoretical models [63].
When the dimensions of a quantum dot approach the Bohr radius of the bulk exci-
ton (discussed in the quantum confinement section), the exciton energy levels shift
upward due to the increasing confinement energy. In the extreme case of small quan-
tum dots, the last term in Eq. (1.6) becomes negligible, and the model reduces to the
particle-in-a-box approximation. The typical sizes of quantum dots are on the order
of the Wannier-Mott exciton radius, ensuring that the electron and hole are confined
within the same spatial region. As a result, the exciton is the fundamental excita-
tion in quantum dots. However, this simplistic view fails to capture the complexity
of excitonic systems in quantum dots. Atomistic calculations for typical InAs/InP
quantum dots, for example, reveal multiple confined states, including at least three
electron states and six hole states (see Fig. 1.5). These states can combine to form
over a hundred possible electron-hole configurations, ranging from the fundamen-
tal exciton to higher-order excitonic complexes. Each excitonic state can lead to op-
tically active transitions, with different transition probabilities. This results in a µPL
spectrum that includes lines corresponding to various excitonic complexes such as
X1-, X, XX, and X1+, and other charged or multi-exciton states. These transitions
exhibit diverse energies and intensities, reflecting the complexity of carrier config-
urations. Assignment of spectral lines solely based on transition energies is often
ambiguous due to potential degeneracies among excitonic states. Thus, accurate
identification of excitonic complexes requires advanced methodologies, which are
discussed in detail in subsequent sections. Additionally, each excitonic complex has
different temporal emission characteristics (e.g. excitons tend to produce photons
with higher temporal coherence compared to biexciton states, and this coherence
time can be tuned electrically [64]). Recognizing these allows for precise spectral
alignment and photon pulse overlap and synchronization, leading to the highest
indistinguishability, which is essential in scalable qPICs, especially when multiple
QDs are used as photon sources. By distinguishing between excitonic states, un-
wanted interactions or crosstalk between different states can be minimized, leading
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to higher fidelity in quantum operations within the circuit.

FIGURE 1.4: Scheme of the quantum dot carrier dynamics with ac-
cumulation of up to 4 carriers, occupying lowest energy levels. |g⟩

is the ground state, |ne(h)−(+)⟩ is the n-electron(hole) state. |X⟩

and |XX⟩ are exciton and biexciton states and |Xn−(+)⟩ are nega-
tively(positively) charged exciton states. The addition of an electron
(hole) is represented by the curved blue (red) arrow. This scheme

omits the carriers spins and multiplet (doublet, triplet) states.

Binding energies

In a QD, the binding energy arises from the Coulomb interaction between carriers,
including their direct attraction or repulsion, correlation (a many-particle effect) and
exchange, which relates to the specific properties of the interacting fermions. The
strength of correlation and exchange is influenced by the spatial overlap of the elec-
tron and hole wave functions. In bulk materials, because of the larger Bohr radius,
the biexciton binding energy is significantly smaller than the exciton binding energy
and can primarily be attributed to the correlation and exchange between two neu-
tral excitons. Generally, the increased localization of excitons in QDs results in an
increase in the biexciton binding energy. The binding energy of an excitonic com-
plex can be defined as:

∆Eb(En) = E(Xn)− E(X), (1.7)

where E(Xn) is the recombination energy. Taking into account the direct Coulomb
interaction between carriers J

(ee)
ss for electrons and J

(hh)
ss for holes, the basic excitonic

complexes’ binding energies can be expressed as follows:

∆Eb(X+) = J
(hh)
ss − J

(eh)
ss ,

∆Eb(X−) = J
(ee)
ss − J

(eh)
ss ,

∆Eb(XX) = J
(hh)
ss + J

(ee)
ss − 2J

(eh)
ss .

(1.8)
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These binding energies are in the Hartree-Fock approximation and are neglecting
the exchange interaction because it is smaller in magnitude than the direct Coulomb
interaction. The values of the direct Coulomb interactions are given in Tab. 1.4.

Direct Coulomb

interaction
InAs/InP QD InAs/GaAs QD

J
(eh)
ss ~26 meV ~22 meV

J
(hh)
ss ~20 meV ~22 meV

J
(ee)
ss ~18 meV ~22 meV

TABLE 1.4: Values of direct Coulomb interactions for InAs/InP and
InAs/GaAs QDs for a lens shaped dot with a height of 3 nm and

diameter set to 25 nm, after [61]

.

Notably, this small Coulomb interaction (relative to atoms with J ∼ 10eV) on the
same order as the energy level spacing shown in Tab. 1.2 causes the electron and
hole filling process to violate the Aufbau principle of shells filling, which means that
multiple excitonic complexes can be observed at the same time. This is important in
the exploration of the exciton dynamics in InAs/InP QDs.

Dynamics

The carrier dynamics in quantum dot structures are significantly different than in
bulk materials, mainly due to the heterointerface between two materials and the
discrete energy levels inherent in quantum dots. The dynamic evolution begins
when carriers in a semiconductor are typically generated with a laser with an en-
ergy greater than the bandgap of the host material (in the case of InP Eg ∼ 1.42eV
∼ 870 nm at 5 K) or they can also be injected electrically when possible. Carrier
dynamics in QDs involve processes such as carrier relaxation, recombination, and
transfer, which are influenced by the size, shape, and composition of QDs, as well as
their surrounding environment. The dynamic carrier processes include the excita-
tion of electrons from the barrier’s valence band into the conduction band, creating
free electrons and holes. The photogenerated (or electrically injected) carriers are
not in thermal equilibrium, and their relaxation typically occurs through phonon
interactions. These carriers relax from the barrier to the wetting layer before be-
ing captured into the quantum dots, either directly cascading down to the ground
state or into higher energy states with subsequent relaxation, while radiative and
nonradiative recombination processes dictate the emission properties. This relax-
ation is typically divided into four categories: coherent, non-thermal, hot carrier,
and isothermal [65]. Additionally, interactions with nearby QDs or the surround-
ing matrix can lead to carrier transfer, carrier-carrier and carrier-phonon scattering,
and electrons and holes are redistributed throughout the conduction and valence
bands, further complicating the dynamics. Additionally, carriers may transfer from
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the quantum dot to nearby deep levels, leading to trapping and/or nonradiative re-
combination. The relaxation of charge and spin occurs at different rates, influenced
by Coulomb repulsion [66]. Finally, radiative recombination occurs when an elec-
tron and a hole recombine together, releasing energy in the form of a photon which
can be measured in a µPL experiment.
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FIGURE 1.5: A schematic energy diagram along the growth direction,
depicting carrier dynamics in quantum dot structures during nonres-
onant excitation within the barrier. Energies between levels are given

in meV after Ref. [67].

Additionally, in respect to the dynamics, in the study of atom–field interactions
(from which QD-cavity systems can inherit their insights) two different regimes can
be identified: the strong coupling regime and the weak coupling regime. These
regimes are categorized based on the value of the atom–field coupling constant,
which is determined as follows:

κ =
pij

h̄

√

h̄ω0

2ε0V
(1.9)

In this context, ω0 represents the atomic transition frequency, pij denotes the dipole
matrix element, and V refers to the volume of the cavity. The strong coupling regime
is characterized by the condition κ ≫ γ, where γ is the spontaneous decay rate in-
side the cavity. Within this regime, the emission spectrum of an atom placed in a
cavity with a high-quality factor (Q → ∞) exhibits two distinct peaks, which re-
sult from mode splitting [68, 69]. This strong coupling in a single quantum dot-
semiconductor microcavity system was observed over 20 years ago [36]. In classi-
cal terms, the change of the spontaneous decay rate arises from back-action, which
refers to the interaction of the atom with its own field. This field is the one that re-
turns to the atom after being scattered by the surrounding environment. Conversely,
in the quantum electrodynamics framework, the decay rate is driven by vacuum
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field fluctuations, which depend on the characteristics of the environment, which is
relevant in the context of the QD in a photonic cavity and experimental results in the
next chapters represent the data in the weak coupling regime.

1.5.4.1 Identification of excitonic complexes in QDs

The correct identification of excitonic complexes in standard µPL spectra can be
achieved using several methods. The emission signal from a QD (which is a con-
sequence of the system’s relaxation from a higher energy level to a lower one) can
be analyzed in terms of polarization, time, or energy. Experimental data, such as
binding energies, can be compared with theoretical models. External perturbations
can be introduced into the QD system by varying the excitation power, magnetic
field, electric field, or strain. Additionally, interactions with phonons can be studied
through temperature changes, and excitonic states can be selectively excited (e.g.,
p-shell excitation, resonant excitation). Moreover, excitonic complexes can be ana-
lyzed using autocorrelation and cross-correlation techniques. Together, these meth-
ods, briefly summarized in Tab. 1.5, provide a comprehensive approach to the iden-
tification of excitonic complexes.



1.5. Quantum dots 19

Method Description References

Polarization

Resolving the signal based on its polarization allows to
measure fine structure splitting of an exciton and biexciton
(typically absent in basic trions, observable for higher exci-
tonic complexes).

[70, 71]

Power
Dependence on exciation power of varies for excitonic com-
plexes where typically, exciton has a linear, and biexciton
quadratic dependance.

[71–73]

Magnetic field
Spin splitting in magnetic field in Voigt configuration is a
clear criterium of whether an excitonic complex is neutral
or charged.

[63, 74, 75]

Electric Field
and charge

injection

Biexcitons and other complex excitonic may show a differ-
ent rate of energy shift compared to neutral excitons, due
to different polarizability and permanent dipole moment.

[76]

Linewidth
ratio and line

jitter

The emission linewidths of excitonic complexes confined
within quantum dots reflect their interaction with a fluctu-
ating charge environment caused by defects (spectral dif-
fusion). Analyzing fluctuations in spectral line positions to
understand environmental interactions.

[77, 78]

Autocorrelation
and cross-
correlation

Measuring the temporal correlation of emitted photons al-
lows to identify cascaded emissions distingiusing trions,
and exciton-biexciton cascades (asymmetric antibunching,
bunching).

[79, 80]

TR PL
Bright and dark exciton dynamics can cause bi-exponential
decay for excitons due to spin flip, with mono-exponential
decay for trions.

[81]

Temperature
Single-dot carrier dynamics can be reservoir-dominated
and change activation energies for particular complexes.

[71, 82]

Model
Using theoretical models to compare experimental
eg. binding energies with predicted values.

[46, 75, 83, 84]

State
excitation

Exciting specific energy states (e.g., p-shell) to selectively
populate particular excitonic complexes.

[84]

Optical gate
effect

Resonance fluorescence can be quenched by Coulomb
blockade by tunneling of a carrier from a structural deep
level, the optical gate with weak non-resonant laser can
suppresses Coulomb blockade, switching back the QD into
a neutral state, distinguishing trions and excitons.

[85]

TABLE 1.5: Selected methods used for the identification of excitonic
complexes and their brief descriptions with references.
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1.5.4.2 Excitons in magnetic field

As discussed previously, for the development of QD-based qPICs, the identification
of emission lines in terms of involved excitonic complexes is highly useful. Part of
the research outside of the scope of this thesis was devoted specifically to this identi-
fication aspect and magneto-optical spectroscopy (additionally providing the means
for the reduction of fine-structure splitting), with results described in two works [86,
87]. The magnetic field is an especially useful tool in the study and identification of
the excitonic complexes because bound excitons in QDs have a non-zero total mag-
netic momentum. In structures with reduced dimensionality, the interaction with
magnetic fields is enhanced compared to bulk semiconductors or quantum wells be-
cause of the localized wavefunctions of carriers on a relatively small lattice size and
reduced inhomogeneities [63]. The external magnetic field causes the diamagnetic
shift because a charged particle in an external magnetic field will rotate at cyclotron
frequency. This rotational motion generates an additional effective field that inter-
acts with the external magnetic field. Since the cyclotron motion is induced by the
external field, the diamagnetic shift is a second-order effect that only becomes signif-
icant at stronger fields. Consequently, all states tend to shift toward higher energies
in the presence of high magnetic fields; this shift is typically a quadratic function of
an applied magnetic field, where the Zeeman splitting is linear. The energy evolu-
tion of an excitonic complex in a magnetic field can be approximated by:

E(B) = E(0) +
(ge ± gh)µBB

2
+ γB2 (1.10)

Where E(0) is the transition energy in zero magnetic field, γ is the diamagnetic co-
efficient, ge (gh) is the electron(hole) g-factor, and µB is the Bohr magneton. In the
case of trions, the emission line splits into a quadruplet of energy levels due to the
Zeeman splitting of both the initial and final states into doublets. The four result-
ing lines should exhibit identical intensities, attributed to the mixing of states in-
duced by the applied magnetic field. These transitions are linearly polarized, with
the polarization planes of the two "inner" and two "outer" pairs being orthogonal
to each other [88, 89]. For neutral excitonic complexes, regardless of the fine struc-
ture splitting value, the exciton’s dark and bright states remain separated by the
electron-hole exchange interaction energy, maintaining qualitatively distinct behav-
ior [63]. This analysis is limited since it does not provide information about the num-
ber of carriers forming exciton complexes, only the information that it is charged.
Co-authored articles [86, 87] are describing magneto-optical experiments in Faraday
and Voigt configurations, which allowed for the determination of in- and out-of-
plane g-factors and corresponding diamagnetic shifts and identification of excitonic
complexes (particularly trions) in InAs/InP quantum dots. This identification was
based on a polarization-resolved µPL in high magnetic fields. For InAs/InP asym-
metric quantum dots, conditions were determined for vanishing fine-structure split-
ting and possible generation of highly entangled photon pairs, which are crucial for
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advanced protocols in qPICs.

1.5.5 Quantum light source

In the KLM scheme, information is encoded in the quantum state of photons. A
single photon can act as a qubit, where the quantum information is represented in
different degrees of freedom, such as the photon’s polarization or path. The pres-
ence of a single photon in a particular mode (e.g., one out of two possible paths)
corresponds to a superposition state of the qubit. To encode and manipulate quan-
tum information accurately, each photon must be emitted reliably and one at a time.
The ideal single-photon source possesses the following characteristics:

On-demand - an ideal single-photon source creates a pho-
ton deterministically when triggered by a laser or electrical
pulse at a time arbitrarily chosen by the user (in contrast to
probabilistic sources, which random nature prohibits gen-
eration on demand).

Pure - each emitted radiation field con-
tains strict single photon with no mul-
tiphoton contribution as measured with

the autocorrelation experiment. This can be characterized by the second-order inten-
sity correlation function using a Hanbury Brown and Twiss experimental setup. The
high single-photon purity increases the security of quantum communications [90]
and minimizes errors in quantum computation and simulation [91–94].

Indistinguishable - parameters of the photons packages
such as wavelength, polarization, and temporal and spa-
tial characteristics have to be the same. In addition, radia-
tive decay must be the only decoherence process present.
If any dephasing or additional decoherence processes oc-
cur, the emission linewidth will not be transform-limited.
Often quantum technologies require effective photon-photon interaction, for ex-
ample, for Bell-state measurement. Indistinguishability can be measured with the
Hong-Ou-Mandel experiment [95].
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Entangled photon pairs - ideally the source should be able
to generate entangled photon pairs since some applica-
tions require it (simulation algorithms and QKD). The en-
tanglement from biexciton cascade can be prepared in the
polarization or time basis or simultaneous in both forming
hyper-entangled state [96]. The fidelity of an entangled-

state preparation can be measured in a quantum tomography experiment. For ex-
ample using strain tuning, 98% entanglement fidelity and 97% concurrence have
been reported [97].

Brightness - the repetition rate should be as
high as repetition rate of the excitation, con-
strained only by the temporal duration of the
excitation and single-photon pulses. Due to
the typically high refractive index of semiconductors, for the unstructured sample,
the light extraction efficiency is typically limited to a few percent because of the to-
tal internal refraction at the material interface. Photon loss hinders the effectiveness
of quantum dots as on-demand single-photon sources and can introduce errors in
quantum computational algorithms [98, 99]. The brightness of a source can be de-
termined by measuring the extraction efficiency (see Sect. 1.7.4).

On-chip integrated source: single-
photon sources integrated directly on
chips would significantly enhance the
capabilities of advanced applications
and improve scalability. This integration
enables miniaturization of photonic

systems, leveraging the well-developed semiconductor industry for scalable, stable,
and robust fabrication.

Characteristic QDs InAs/InP QDs

Deterministic 50 nm [100] 90 nm [101]
Pure (g(2)(0)) 10−5 [102] 0.0032 [101]
Indistinguishable 99.6% [103] 84% [104]
Entangled 97.8% [97] 97.5% [105]
Bright (end-to-end) 57% [106] 1.13% [104]
Integrated On-chip HOM [107] Large-scale tunable QDs [108]

TABLE 1.6: Comparison of key characteristics of various QDs and
InAs/InP QDs. The values provided for InAs/InP quantum dots in-
clude a high degree of purity, as mentioned in recent studies. All
values in the table are approximations. Entanglement value is given
for the InAsP quantum dot in an InP photonic nanowire waveguide.
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1.5.5.1 Autocorrelation

In the context of single-photon sources and experimental results in subsequent
chapters, especially important is the Hanbury-Brown and Twiss (HBT) experiment,
which is used to measure the second-order correlation function g(2)(τ) and to
determine the value of correlated events at zero time delay (g(2)(0)). Actually, the
measurement results give insight into the single-photon emission purity of the
source and not to the purity of the Fock state (e.g. Fock state F(2) is pure but not
single-photon). Experimentally, two photodetectors are positioned symmetrically
around a 50:50 beam splitter to independently measure photon counts and record
the relative arrival times of photons at the two detectors. If the radiation field is
statistically stationary and consists of only a single mode, then (g(2)(τ)) can be
written as:

g(2)(τ) =
⟨â†(t)â†(t + τ)â(t + τ)â(t)⟩

⟨â†(t)â(t)⟩2 (1.11)

where â, â†(t) are photon creation and annihilation operators, respectively, the τ is
the time delay. Physically, g(2)(τ) measures the probability of finding a photon pair
with the time separation of τ.

Contrary to the first-order correlation function, the second-order coherence al-
lows for differentiation and characterization of different light field types. If we take
the number state (Fock state ⟨n|) with a defined number of photons, n = 1 for a
single photon source the g(2)(0) is given by:

g(2)(0) =
⟨n|â† â† ââ|n⟩

⟨n|â† â|n⟩2 = 1 −
1
n

(1.12)

This gives for n = 1, g(2)(0) = 0 and for a laser with large n, g(2)(0) = 1
With this autocorrelation function, the sources of light in HBT experiment can be

classified into four categories:

Single-photon

source

Quantum

emitter
Coherent Thermal Superbunching

g(2)(0) < 0.5 g(2)(0) < 1 g(2)(0) = 1 2 ≥ g(2)(0) > 1 g(2)(0) > 2

TABLE 1.7: Comparison of different photon statistics.

In the context of the results shown in Chapt. 3 and 4, it is important to note that,
typically in cavity coupled systems, there is a trade-off between higher efficiency and
single-photon purity. In addition, the second-order correlation function is limited
to assess only multiphoton probability and lifetime. It does not provide additional
information into the simultaneous insight in source and cavity background emission
photon statistics, which can be achieved by measuring the third-order correlation
function, allowing for further optimization of the source in a cavity and to study
cavity QED. It should also be noted that to demonstrate a pure single-photon state,
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without large vacuum state contribution, g(2)(0) should be 0 or a negative Wigner
function should be measured [109].

1.5.6 Photonic cavity

Optical cavities play a crucial role in altering the emission characteristics of any light
source in the sense of its recombination rate, polarization and directionality; this in-
teraction between the quantum emitter and a reflective cavity is studied in the field
of cavity quantum electrodynamics. This interaction is used to achieve brighter and
more indistinguishable single-photon sources [103, 110]. Photonic crystals are peri-
odic structures that can interact with light in a way similar to an electron interaction
in a crystal. If in this lattice we introduce a point defect or misalignment, it can con-
fine the light, resulting in the formation of a photonic crystal cavity (PhCC). They can
form a cavity via Bragg scattering (in the longitudinal direction) and total internal
reflection (in both transverse directions).There are many different types of PhCCs
and photonic structures which are presented in Tab. 1.8. Photonic crystal cavities
provide a means to change the spontaneous emission rate of quantum systems posi-
tioned in the defect region. By tailoring the physical characteristics of the cavity, the
local density of states (DOS) at the quantum system’s emission wavelength λ0 can
be either enhanced or suppressed relative to the DOS in free space. The local DOS at
λ0 is determined by the cavity’s capacity to store energy at the emission wavelength
λ0. Consequently, a higher quality factor, defined as Q = ω0/∆ω, leads to a greater
DOS. For a sufficiently large cavity, the density of states can be approximated as:

ρ =
1

ω0

DQ

V
(1.13)

Here, V represents the cavity’s volume, while D denotes the mode degeneracy,
which refers to the number of cavity modes sharing the same frequency. Taking into
account that free-space of states is:

ρ0 =
1

ω0

8π

λ3
0

(1.14)

after combining the Eq. 1.13 and Eq. 1.14, the spontaneous decay rate enhancement
is determined by:

K =
ρ

ρ0
=

D

8π
Q

λ3
0

V
(1.15)

a significant enhancement relies on a compact cavity volume and a high Q-factor,
other factors influencing cavity enhancement with an emitter are discussed in the
next section. For this thesis, three types of cavities: H0, H1, and 1D waveguide
linear cavity were fabricated, but for a comparison, an additional type of cavities is
presented in Tab. 1.8.
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Cavity

type
Advantages Design

H0
Small mode volume,
higher light-matter

interaction

H1

High Q-factor, sustains
two orthogonal

fundamental cavity
modes that are

degenerate

L3

Extended mode
volume, better fields

overlap, support
directional emission

Nanobeam
(linear)

Directional, ease of
integration in PIC

Bowtie
Extreme field

enhancements, high
Purcell factors

Micropillar

Vertical emission of
light, coupling to
external optical

systems

Microdisk
Supports

Whispering-Gallery
Modes

TABLE 1.8: A comparison of different cavity types, their advantages,
and their design scheme.
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1.5.6.1 Purcell Effect

The spontaneous emission rate of light sources is modified by their surroundings;
especially, the spontaneous emission rate of the source dipole can be controlled by
cavity design and exact positioning inside to match with the field maximum of the
cavity mode. The increased local density of optical states of the photonic structure
results in inhibited or enhanced emission rate. This relation is given by the Purcell
factor:

Fp =
3

4π2

(

λ

n

)3 |d · E0|

|d| · |E0|

(

Q

V

)

(1.16)

where λ is the wavelength, n is the refractive index of the material, Q is the quality
factor of the cavity, and V is its mode volume, d is the dipole and E0 is the electric
field mode. As seen from the equation 1.16, to maximize the Purcell factor for a par-
ticular wavelength and material with fixed n, the cavity should have a high value of
Q and a small mode volume. From the fabrication standpoint, the emitter should be
placed in the center of a cavity, and its dipole should be oriented parallel to the cav-
ity - |d·E0|

|d|·|E0|
= 1. Fabrication with nano-resolution, with e-beam lithography, allows

for reducing the cavity dimensions and highly increasing Q. Eq. 1.16 is an ideal case
when the cavity and emitter are in resonance; we observe enhanced emission. Since
currently most of the QDs are grown nondeterministically, they have to be selected,
and their resonance has to be fine-tuned either with temperature (see Fig. 5.14 for
experimental results) or electric field with Stark Tuning [106, 111], improving their
coherence even to their Fourier limit. Importantly, this lifetime reduction and im-
provement of the coherence can decrease the influence of phonons on dephasing
and increase chip operation temperature. It can lead to improvement of the coher-
ence can decrease the influence of photonic wires [112–117], micropillar cavities [4,
103, 118], photonic crystals [119–121], circular Bragg gratings [4, 101, 122–124], tun-
able cavities [106, 125] and hybrid structures [126, 127]. Alternatively, to improve
the strength of the light-matter coupling, i.e. the ratio between the Q factor and
the volume of the cavity mode, a cavity with extreme dielectric confinement can be
used [128]. This modified photonic environment allows the realization of quantum
communication [129–132], quantum teleportation [133], and as input of quantum
states for photonic quantum computing [134, 135].
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1.6 Photonic Integration Technologies

In the context of the PIC industry, there are four different integration approaches
from which III-V qPIC can leverage expertise and fabrication techniques:

• III-V on InP integration - growing epitaxial layers of ternary or quaternary
materials on a shared InP substrate, enabling the production of optoelectronic
devices. This approach supports full monolithic integration of both passive
and active components on a single platform [136].

• Silicon on insulator (SOI - monolithic silicon photonics) - serves as the ideal
platform for conventional silicon photonics, where most optical functionalities
are achieved through devices built from the silicon device layer. Additionally,
selective area epitaxy of germanium is utilized for photodetection purposes.

• III-V heterogeneous integration - leverages silicon-based processing within a
monolithic silicon photonics platform, while integrating III-V materials for ac-
tive optical functionalities like gain, photodetection, and phase or amplitude
modulation. A key advantage is the ability to integrate multiple epitaxial ma-
terials on a single PIC, all interconnected via a shared silicon waveguides [137].

• III-V epitaxial grow on silicon - integrating III-V materials with silicon through
epitaxial growth, eliminates the need for III-V substrates and allows the use
of existing 300 mm processing, testing, and packaging infrastructure. Albeit
direct epitaxial growth of InAs/InP QDs on silicon is limited.

These integration approaches can be broadly categorized into heterogeneous and
homogeneous.

• Heterogeneous integration: Integration of different types of components that
may be manufactured using different technologies (e.g. SiN, SOI, InP) and
assembled on the same system.

• Homogeneous integration: Integration of similar types of components that
are fabricated using the same process technology and typically integrated on a
single die.

Heterogeneous integration addresses the increasing cost and limitations of mono-
lithic fabrication design employing a modular approach for complex designs. How-
ever, the proposed solution in the form of heterogeneous integration comes with its
own set of challenges. Rather than simplifying the design process, it actually com-
plicates it. Transitioning from a single monolithic system-level architecture reintro-
duces issues that have been effectively managed, such as thermal, electrical, and me-
chanical stresses. From the other perspective, the homogeneous integration typically
follows Moore’s law, while the heterogeneous integration allows for an accelerated
growth of component count. Integration technologies can also be categorized based
on dimensionality:
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• 2D integration: Traditional integration, where all components are placed on
the same planar surface (single chip).

• 2.5D integration: Components are placed side by side on an interposer, which
acts as a high-bandwidth bridge between them.

• 3D integration: Components are stacked vertically on top of each other and
connected by vertical interconnects.

For more details on vertical integration see Chapt. 3 where the results of heteroge-
neous integration using direct bonding are described, and in Sect. 5.1 the process of
heterogeneous integration using micro-transfer printing is detailed. The heteroge-
neous integration of the InP and SiN waveguides is provided in Sect. 5.2 and the
homogeneous integration between InP and InP in 5.11.

1.6.1 Quantum photonic computing

Key aspects of quantum technology such as quantum communication, quantum
sensing, quantum computing, and simulations can be realized with qPICs. Imple-
menting a quantum simulator requires its physical implementation with a quantum
mechanical platform that can be precisely controlled. There are already many pro-
posed quantum emitters, building blocks, and material platforms for their integra-
tion, which are summarized in Table 1.9 and a conceptual illustration for a basic
qPIC is presented in Fig. 1.6.

FIGURE 1.6: Illustration of a qPIC with a heterogeneously integrated
QD emitter. The structure includes a silicon substrate (gray), a silica
layer (light blue), and patterned silicon waveguides (blue) with InP
(red) and InAs QDs. Enlarged views highlight single-photon source
and outcoupler regions, while the silicon waveguide circuit demon-
strates possible information processing using phase shifters, ring res-

onators, and directional couplers published in Ref. [22].
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Building block Examplary platform

Quantum system

QD
Atomic like defects
Trapped ions
Nanotubes
Cavity arrays
Electronic spins
Superconducting circuits
Nuclear spins
SPDC

III-V semiconductors
Diamonds
2D materials
Rare earth ions
Radiation induced defects
Single molecules

Non-linar processes
Frequency converters
Parametric down-conversion
Four-wave mixing
Squeezing

LiNbO3, GaAs, Si
SiN, AlN, SiO2, SOI

Circuit elements

Mach-Zehnder
Beam splitters
MEMS
Micro-cavieties
Circulators
Phase Shifters

Polymers
III-V semiconductors
Si, SOI, SiN, SiO2

BaTiO3, Ta2O5

Quantum memory

EIT, AFC
(Off-) Raman
ORCA / FLAME
Spin (gradient) echo
Photons, QDs
Delay lines

Atomic vapour
Rare-earth ions
Diamond, SiC
III-V semiconductors
SiO2, Si

Single photon detector
SPAD, APD
SNSPD, TES

Si, InGaAs
NbN, TiN, WS2

Classical control
Laser light sources
Electronic components
Modulators
Quantum cascade lasers

Si
III-V semiconductors
SiN
TCOs

TABLE 1.9: Overview of selected building blocks and platforms for
qPICs. Components required for qPICs are categorized into quan-
tum emitters, non-linear processes, circuit elements, quantum mem-
ory, single photon detectors, and classical control. For each building
block, exemplary platforms are provided. For more circuit elements

see Tab. 1.10.
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Of these quantum emitters, all have their own strengths and weaknesses. For many
years, single-photon sources based on the spontaneous parametric down-conversion
(SPDC) process in nonlinear optical materials have been widely used in photonic
quantum applications [138–140]. This process allows for the simultaneous creation
of photon pairs, enabling the generation of one photon to be confirmed by detecting
the other. However, while SPDC sources are straightforward to operate, they are
fundamentally probabilistic, which can pose challenges when attempting to scale to
a larger number of photons. The advantage of III-V semiconductor QDs is their abil-
ity to generate photons with excellent quantum properties as described in Sect. 1.5.5
and given in Tab. 1.6. Crucially, the strength of QDs is the on-demand operation
and the possibility of integration with other semiconductor platforms [1, 2]; their
drawback is the very early stage of integration with photonic integrated circuits. To
exploit the potential of this integration, it is necessary to identify technological so-
lutions and material platforms with a special focus on scalability that can transfer
these concepts from the proof-of-concept status [140, 141] to practical applications
within the rapidly expanding quantum computing industry [142].

1.6.1.1 SOI and SiN

Several material platforms, such as III-V semiconductors or silicon, can be utilized
to create a PIC. In this thesis, two samples are fabricated on SOI with Si waveguides
and one on SiN material platform with SiN waveguides and in this section these
material platforms comparison is given. Silicon photonics, which employs silicon-
on-insulator (SOI) wafers [18] is one of the most promising and is the mature CMOS-
compatible solution for optoelectronics. In free space, light behaves as an oscillating
wave composed of electric and magnetic fields. Light can be confined within dielec-
tric materials and guided through a waveguide which is the primary component of
a PIC. In silicon photonics, this waveguide is a high-refractive-index crystalline sili-
con (n = 3.45) wire (Si layer of 220 nm is one of the industry standards) surrounded
by a lower-refractive-index silicon oxide coating (n = 1.45). Silicon oxide acts as a
buffer layer to prevent mode leakage into the silicon substrate; this buffer layer is
typically 1 to 3 µm thick. This refractive-index contrast enables the optical mode to
be tightly confined and guided within the silicon waveguide, connecting the various
elements on the chip. Most optical waveguides used in communications are single-
mode, meaning they support only one guided mode for each polarization (TM and
TE). Additionally, silicon is transparent in the telecom C- and O-bands due to its
bandgap of 1.12 eV (1107 nm). Typically, silicon waveguides have a relatively low
loss (<2 dB/cm) for wavelengths up to 8 µm (limited by absorption in silicon, scat-
tering losses from sidewall roughness, and mode confinement), although this can
vary depending on factors such as waveguide design, fabrication quality, and sur-
face roughness [143]. The SiN waveguide platform has a wider operation window
extending into the visible and near-infrared ranges. The high mode confinement
in the silicon layer allows for a high density of components [128] and low bending
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losses at the 1.55 µm wavelength [144]. When comparing SOI platform with SiN,
the lower index contrast of the SiN system compared to SOI makes it more challeng-
ing to create high-efficiency grating couplers for out-of-plane optical input/output.
In SiN photonic waveguides, losses can be reduced by an order of magnitude [145]
making it more suitable for creating, for example, delay lines in the Mach-Zehnder
interferometer on chip. In addition, SiN is more suitable for fiber coupling as a result
of the lower refractive index. It is important to note that the choice of the bright emit-
ter and a platform with minimal losses is critical to preserve quantum information
in a system due to the no-cloning theorem (see also Sect. 1.6.3 on QKD).

1.6.1.2 Building blocks of PICs

In the context of PICs, there are multiple elements that can be fabricated on-chip,
to control the fundamental properties of light that include phase, amplitude, polar-
ization, direction, and mode size, and Tab. 1.10 gives an overview of typically used
building blocks (allowing to build complex systems) and their selected parameters.
In the context of this thesis, the used components are: waveguides, grating couplers,
edge couplers, and DBRs (ring resonators are on one of the samples but are not dis-
cussed here).
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Component Function Parameters Ref.

Waveguide
Medium for efficient on-chip
transmission of optical sig-
nals

Loss of 0.1–0.43 dB/cm [146, 147]

Waveguide
crossing

Structure that enables signal
paths to cross with minimal
interference.

Insertion loss of 0.043
dB

[148]

Y-Splitter
Passive waveguide design
that splits the incoming opti-
cal signal into two paths.

Loss of 0.03–0.2 dB and
broad bandwidth > 300
nm

[149–152]

MZI
Interferometer which splits
signal into two paths and re-
combines them.

Broadband (30 nm) and
GHz-fast operation

[153]

Grating
coupler

Fiber-to-planar waveguide
coupler for outcoupling light.

Chip-to-fiber coupling
efficiency of 99.2%

[154]

Edge
coupler

Interface between optical
fiber mode and waveguide
modes.

Low-loss (< 2dB) and
broadband (100 nm)

[155]

Spot-Size
Converter

Allows direct coupling of
waveguides, eliminating dif-
ferences in mode size.

Coupling loss of 0.5 dB
per connection

[156]

Modulators
Controls the amplitude,
phase, and polarization state
of a signal.

High-speed perfor-
mance (25 Gb/s) with
low insertion loss (3–6
dB)

[157, 158]

Ring
Resonator

Closed-loop waveguide
structure acting as a spectral
filter.

Loss of 3-4 dB/cm, FSR
- 16 nm, Q = 2 × 105 [159]

DBR
Mirror formed by etching a
periodic holes.

Reflectivity of 99 % [160]

TABLE 1.10: Description of a selected Si photonic components and
their parameters.

Additional components are arrayed waveguide gratings which disperse multiple
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wavelengths into multiple, spatially separated output waveguides. Semiconductor
optical amplifiers, optical isolators, polarization controllers, phase shifters, and pho-
todiodes convert an optical signal into an electrical signal.

1.6.2 Light coupling and outcoupling

Although high-quality PIC can be achieved using standard CMOS fabrication tools,
for single-photon detection the interface with the optical fiber remains the main
source of loss. This is due to the significant difference in the mode size between the
single-mode fiber (typically MFD of around 10 µm at 1550 nm) and the waveguides
(the typical SOI single-mode waveguide is 0.5 × 0.3 µm2 in size) on the photonic
integrated circuits. In fiber outcoupling and packaging, various methods have been
developed to couple the fiber and the on-chip waveguide. These methods can be
broadly categorized on the basis of the orientation of the optical path of the couplers
and mode adapters. The first category is end-coupling (also referred to as edge-
coupling, in-plane coupling, and butt-coupling), where the optical axis of the input
and output ports runs parallel to the waveguide and has to be aligned with sub-
micron precision. The mentioned difference between the fiber and waveguide mode
sizes can cause up to a 30 dB coupling loss if the fiber is directly edge-coupled to the
waveguide without any mode-matching structures. To reduce this loss in photonic
integrated circuits, edge couplers are employed. A common edge coupler design is
the inverted taper, which helps convert the mode by expanding the optical mode
size to better match small-core fibers. To further enhance coupling efficiency, lensed
or tapered fibers can be used to focus the light into a smaller mode, although these
fibers are more expensive than standard single-mode fibers. Moreover, the precise
dicing and polishing processes add complexity and cost to the manufacturing.

The second category is vertical coupling (also known as off-plane coupling),
where the optical axis of the fiber is at a slight angle perpendicular to the grating
coupler. They are based on gratings with a sub-micron periodic structure. This
structure creates conditions for coherent interference, allowing the injected beam to
be diffractively coupled into the waveguide [161, 162] and example of a simulated
grating structure is shown in Fig. 1.7.
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FIGURE 1.7: FDTD simulation of an examplary focusing apodized
grating coupler electric field distribution (intensity scale on the right)
in SOI (BOX layer thickness is 2 µm, device layer thickness is 0.220
µm, with a SiO2 cladding of 0.780 µm). Grating coupler etch depth
was set to 70 nm, the taper opening angle was set to 40 deg. with a
taper length of 16 µm and 25 number of grating periods and apodiza-
tion parameter of 0.031 nm. The wavelength range for this simulation

was 1520-1580 nm.

Aspect Grating Couplers
Edge Couplers (and

V-groove)

Size Compact Larger footprint

Testing Capability High Low

R&D effort Medium Very Low (High)

Scalability High Low

Coupling Position Flexible Fixed

Coupling Efficiency Relatively low (< 2 dB) High

Bandwidth Limited Broad

Wavelength

Sensitivity
High Low

Polarization

dependence
High Low

Alignment

Requirements
Medium Medium

TABLE 1.11: Comparison of Grating Couplers and Edge Couplers.
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While both approaches have their advantages and drawbacks for qPIC, where the
highest coupling efficiency is required, the horizontal die-level edge coupling is the
optimal solution with the best device performance. In the R&D stage of develop-
ment, the vertical coupling has the potential to be more optimal for testing multiple
designs. In this work, those two approaches (edge and grating coupling) have been
used, characterized, and compared in Chapt. 3. It is important to note that for this
sample, the interface between the chip and the single-mode fiber was mediated by
a microscope objective in the optical detection path. This allowed for access to the
sample inside the cryostat with the sample cooled to 5K.

1.6.2.1 Coupling between waveguides

When the photonic chip is composed of different material system waveguides (InP,
SiN, Si), the coupling between them poses a significant challenge, especially in their
mode matching, where mode mismatch causes significant losses in the system. The
solution to this problem is specially designed couplers between waveguides, typi-
cally realized by in-plane or vertical evanescent coupling. In the Fig. 1.8 there are
shown exemplary simulation results of the evanescent coupling between SiN/Si
waveguides. The transmission loss is below 0.04 dBm (the top SiN waveguide has a
larger volume, so its average power density is lower, and to calculate loss, the inten-
sity has to be integrated in cross-section). This optimized example requires at least
four layers for fabrication. Since in the processing, every step has to be optimized
to produce the desired structure, this complex design is more suited for optimiza-
tion and not for prototyping. For the fabrication of structures in this thesis, a more
efficient approach (in terms of fabrication steps) was used and described in Chapt. 3.

(a) SiN/Si (b) 3D view of a SiN/Si coupler

FIGURE 1.8: Simulation results of the Poyting vector field (its relative
magnitude is represented as a color scale) in x and z directions of the
structure of an exemplary evanescent coupling between Si waveguide
with width of 0.5 µm and height of 0.3 µm to SiN waveguide of 1.0
µm width and 0.6 µm height for 1550 nm. The full confinement of
light in Si WG (bottom WG) and its gradually coupling into the SiN
WG is visible. In the 3D view there are visible two Si tapers at the

bottom and the SiN waveguide at the top.
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1.6.2.2 Etendue

In every optical system, etendue is a measure of the light occupancy of space both
spatially and angularly. This metric is crucial to determine the efficiency with which
an optical system can transmit light. It is mathematically expressed as the product
of the area of a light source or aperture and the solid angle that the emitted light
covers:

ϵ = πn2 sin2 Ω (1.17)

where ϵ is the etendue, n is the refractive index, A is the area of the source, and
Ω is the cone angle of light from a source. Importantly, the law of conservation of
etendue states that it remains constant in an ideal optical system, and the component
with the smallest etendue controls the overall system throughput.

However, in real-world applications, etendue can increase due to factors such
as diffusion, scattering, aberrations, and diffraction, which arise from imperfections
in optical elements and are dictated by thermodynamic laws. When creating free-
space configurations and photonic components on chips, it is essential to consider
the light transmission between various elements, and with careful management, it
ensures that the optical system operates efficiently without loss of throughput. In the
work [22] the relation between the etendue of the waveguide and the single-mode
fiber collecting the signal is discussed in more details, as it is crucial to determine
the on-chip coupling and efficiency of the system.

1.6.3 Quantum key distribution

In the context of the development of the all-fiber C-band single-photon source for
QKD (see Sect 4), if fault-tolerant quantum computers, as described in Sect. 1.1 of
large scale, are realized in the future, they will have the capability, through Shor’s al-
gorithm [163], to compromise the majority of public-key cryptographic systems that
our digital networks rely on. Although such quantum computers are not currently
available, the current security of communication is already compromised with po-
tential risk, known as the store-now-decrypt-later scenario. Malicious entities could
intercept and store encrypted data now with the intention of decryption once quan-
tum computing technology advances sufficiently. For secure communication in the
literature, a lot of attention is put on the quantum key distribution [164–169] which
is one of the core functionalities of the quantum Internet, and over the past decade,
quantum information technology has made great progress, from the proof of concept
stage to multiple QKD metropolitan [170–173] and satellite [174] QKD networks.

Limitations

In this section are presented limitations of the development of the QKD system.
While the no-cloning theorem is often cited in the scientific literature as a key to
solve security issues through QKD, it must be admitted that every technology has
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drawbacks. This is particularly true for QKD, as currently it is a point-to-point com-
munication technology which struggles to scale up for modern communication net-
works. It is also still susceptible to man-in-the-middle attacks (eavesdropping), in-
tercept/resend, photon number splitting, and blinding receivers. These networks
are also vulnerable to traditional cybersecurity threats. Furthermore, the United
States National Security Agency does not view QKD as a viable security measure
for national security information systems.

Despite its limitations, QKD shows the potential to create unbreakable encryp-
tion, particularly by generating unlimited random keys for One-Time Pad encryp-
tion. This makes it suitable for niche applications, such as secure point-to-point
communications, data transfer, and for specialized applications like encrypted voice
communication in specific areas. Although multiple advances, the loss in optical
fiber continues to impose a limitation on long-distance quantum communication.
Given the low attenuation of optical fibers at telecom wavelengths, typically around
0.2 dB/km, it is straightforward to calculate the transmission loss over optical fiber.

T(x) = 10
−attenuation( dBm

km
)

10km x (1.18)

This limits the maximum transmission channels to a few hundred kilometers before
the main source of errors is noise [175] and repeaters are necessary. However, the no-
cloning theorem also prevents single-photon amplification. Consequently, classical
repeaters would not work. This drives the development of quantum repeaters, an
essential component of efficient quantum memory that is still in development [176–
178]. An alternative to overcome long-distance limitations is to use multiple trusted
nodes [179, 180]. This transmission limitation also motivates the development of
sources with high extraction efficiency and a high repetition rate, resulting in an
overall increase in brightness or count rate generation. Both aspects can be engi-
neered with the use of a photonic environment, which directs the emission into the
collection optics and also increases the spontaneous generation rate due to the Pur-
cell effect.

Other limitations are imposed by the ease of use, cost, and size of the system
- currently commercial QKD boxes are too large and expensive to be incorporated
into industrial or consumer-grade electronics, limiting their use to institutions gain-
ing from secure communication, such as banks and government organizations. This
limitation arises from the difficulties in integrating the required optical components,
such as the single-photon source, waveguides, single-photon detector with its cool-
ing hardware, and processing electronics. This aspect also motivates directions of
research in this thesis, namely the development of the all-fiber plug-and-play source,
which allows for easy operation (setup described in Sect. 1.7.3). The integration with
a compact and closed-cycle cryocooler is in the direction of a large reduction of the
cost and size of the system.
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1.7 Experimental setups

1.7.1 Microphotolumienscence

For the characterization of samples in this thesis, the most utilized experimental
technique is the microphotoluminescence (µPL) experiment, which is typically used
to study properties of single semiconductor nanostructures, such as QDs. The ex-
periment involves a laser source to excite a QD, with the laser focused to a spot size
of about a few µm spatial extent using a microscope objective. Thus, a high spa-
tial resolution of the experiment enables a detailed study of microstructures (mesas,
waveguides, grating couplers), unlike conventional macro-PL spectroscopy, which
uses a lens to focus a laser beam over a significantly larger excitation area than with
the microscope objective. Therefore, macro-PL serves only for studies of nanostruc-
ture ensembles. Initially, a laser with a photon energy greater than the band gap
energy of the studied material excites electrons from the valence band to the con-
duction band. The excited electrons then relax to the bottom of the conduction band
by emitting phonons (dynamics of the specific processes are described in more detail
in Sect. 1.5.4 and illustrated in Fig. 1.5).

Typically, the experimental setup is composed of three main sections: excitation,
imaging, and detection. All paths merge at the central point of the setup, which
is the microscope objective and cryostat with a sample inside. The simplified (mir-
rors, couplers, and some fibers are omitted) visualization of an experimental setup is
shown in Fig. 1.9. For the experiments, three types of excitation sources were used:
the continuous wave lasers (Coherent CUBE) emitting at 660 nm and 787 nm, and
a pulsed laser (PicoQuant LDH-D-C-810) with the central pulse photon wavelength
at 810 nm. The lasers were fiber-coupled to a single-mode fiber (unless stated other-
wise) to increase collimated beam quality (at the cost of available excitation power)
by filtering out higher-order spatial modes, leaving only the fundamental mode, re-
sulting in a Gaussian-like intensity profile. In a free-space setup, laser beams were
outcoupled with a reflective collimator, which is based on a parabolic mirror, and
it allows for alignment-free co-collimated beams of lasers at different wavelengths.
It is important to note that when designing an optical system, long-pass filters and
dichroic mirrors are designed for use at various angles (typically 45°, 90°) of inci-
dence. The second section of the µPL setup is the sample’s surface imaging part. It
allows a live view of the microstructure during the experiment and monitors the
excitation/detection spot at the sample’s surface (e.g. the same part of the InP
waveguide). Custom software was developed for a precise auto-alignment of the
structure; more details are given in Sect. 1.7.5. The photons emitted by the sample
are collected by the microscope objective. In the experiments, multiple microscope
objectives were used, all from the Mitutoyo company. The objectives were apoc-
hromatic in the near-infrared spectral range, infinity corrected, and having a long
working distance (M Plan Apo NIR series) with magnification ranging from 5x to
100x. The objectives provided a maximum spatial resolution for signal detection of
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1.35 µm for the 1550 nm photon wavelength and a resolution of 0.73 µm for sam-
ple imaging at the 830 nm photon wavelength. Subsequently, the collected photons
were transmitted through two longpass edge spectral filters. The first filter, at 805
nm, reflected laser light to the sample. The second filter, at 1200 nm, reflected the
830 nm monochromatic light to the imaging section. Finally, collected photons were
coupled to a single-mode fiber. A lens was used for the coupling, and the lens pa-
rameters were matched to the numerical aperture (0.65) of the microscope objective
(see also Sect. 1.6.2.2). The fiber-coupled photons were then directed to the tunable
and narrow-band spectral filter (0.4 nm FWHM bandwidth), which allows the trans-
mission of a specific wavelength controlled by a motorized actuator. Then the signal
was guided to the telecom optimized (quantum efficiency about 90%) SNSPD where
the signal intensity could be measured.

FIGURE 1.9: Visualization of the µPL experimental setup with its
main components in a configuration allowing to perform autocorre-

lation experiment. Published in ref. [181].

1.7.2 Orthogonal configuration

Typically, PICs with waveguides ending at the edge of a chip are investigated in
free space using a single-mode fiber ending with a micrometer-size lens. The lens
matches the MFD of a photonic waveguide MFD (as described in Sect. 1.6.2). These
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fibers, with a small focal length, are routinely precisely aligned in close proximity
to a chip’s edge to achieve the best coupling efficiency. However, PICs with QDs
as photon emitters require cooling to cryogenic temperatures to achieve the desired
QD emission. Therefore, these structures are typically placed in bulky cryostat envi-
ronments that limit the available space around the PIC chip to include fiber setups.
With the PIC chips studied in this thesis, there was no option to install fibers in-
side the cryostat environment. To solve the problem of photons outcoupling off the
chip’ edge with simultaneous excitation in the normal direction to the chip surface,
two long-working-distance microscope objectives were used in the orthogonal con-
figuration. This allowed a precise orientation of both objectives placed outside of a
cryostat for the most efficient excitation and light collection.

FIGURE 1.10: Configuration with 3 mi-
croscope objectives [22].

With the presented optical setup, the emis-
sion properties of the PIC chip can be assessed
in several excitation/detection configurations.
The optical detection can be set to either along
the normal to a waveguide, from the outcou-
pler, or the cleaved edge of the Si waveguide
as illustrated in Fig. 1.10 and Fig. 1.11. The
chip was maintained at 5 K in a helium flow
cryostat system (Janis ST-500) originally designed for cryogenic microscopy. To in-
vestigate general optical response of the chip, a continuous wave, λ = 787 nm laser
line was used to excite the QDs in the chip. The QDs provides photons to the chip
interior. To evaluate the efficiency of the components in the device, QDs were ex-
cited using a pulsed laser (λ = 805 nm, 80 MHz). Photons generated by a QD were
transmitted to the chip and collected from three different directions, each requiring
its own detection paths. For photon detection from the Si waveguide at the cleaved
edge of the chip, two microscope objectives were employed in the perpendicular
orientation. One of the objective was used to excite a QD, the second objective was
facing the chip edge. This objective had a 100x magnification and a numerical aper-
ture (NA) of 0.7. Collected photons were filtered with a tunable fiber-based narrow-
band spectral filter, offering a spectral resolution of 100 µeV and a spatial resolution
of 0.6 µm. For photons detection in the in the normal direction a 20x magnificaton
objective was employed with NA = 0.4.
Power-dependent micro-photoluminescence (µPL) intensity from the QD in the
waveguide was measured using an InGaAs 1D linear chip (Princeton Instruments)
for pulsed excitation and an SSPD for continuous wave excitation. The SNSPD de-
tection system (Scontel) offered a temporal resolution of 50 ps and a dark count rate
below 100 cps.
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FIGURE 1.11: Simplified orthogonal arrangement of experimen-
tal setup used for evaluation of extraction efficiency from the on-
chip coupled QD emission and for measurement of the autocorrela-

tion [22].

1.7.3 All-fiber setup

This section describes an experimental setup used for the characterization of the
sample that was deterministically integrated with a single mode fiber with experi-
mental results described in Chapt. 4. In the context of QKD, an all-fiber setup refers
to a system in which all the components used for transmitting and manipulating
light are based on optical fibers. This contrasts with systems that use free-space
optical components (objectives, mirrors, beamsplitters), where quantum signals are
transmitted through the air or vacuum. In terms of experimental setup, one of the
advantages of this integration is that the sample can be placed in a more compact
closed-cycle cryocooler without the need of any bulky free-space optics, which re-
quire adjustment. Additionally, since the position of a sample is fixed, the setup
does not require vibration damping systems. In general, this reduces the cost and
complexity of the system, bringing it to more real-world applications. One of the
challenges is that the unavoidable fiber connections introduce not only losses but
also unwanted backreflections in the system, which are particularly problematic for
the photon statistics measurements. This without filtration causes an increase in the
background and unwanted resonances. Reduction of this stray light and noise in
part can be achieved with the use of filters on the excitation side and with the use of
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angled physical contact (APC) fiber (Smf28) connectors instead of physical contact
(PC) connectors.

The experimental setup schematic is shown in Fig. 1.12 as well as the bird-eye
view of the localization of the sample and the excitation and detection nodes in-
side the University building. The signal from the sample mounted in a cryocooler is
guided outside of the laboratory and connected to the excitation and detection node.
Into this fiber, the pump laser is guided with a 50:50 fiber beam-splitter. The signal
is then dispersed on the spectral filter, and autocorrelation is measured on supercon-
ducting single-photon detectors using an additional 50:50 fiber beamsplitter.

FIGURE 1.12: All-fiber experimental setup with an integrated single-
photon source. In the photo background there is the location of the
two laboratory nodes used for the experiment. In the inset there is a
schematic of the all-fiber path from the excitation laser to the source

and to the detectors.

The components used in the experiments with the all-fiber setup are presented in
Tab. 1.12.
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Component Company, model Parameters

Closed-cycle
cryocooler

CTI-Cryogenics,
22

15K, dimensions of 30x40x25 cm

Pulsed laser
PicoQuant,

LDH-D-C-810
805 nm, fiber-coupled repetition up to 80
MHz, 50 ps-long pulses

Continuous-
wave laser

Coherent, CUBE 787 nm, fiber-coupled

Monochromator
Princeton

Instruments
0.5 m focal length

Detector
Princtone

Instruments,
PyLoN-IR

InGaAs, InGaAs 1D linear chip

SNSPD detectors Scontel
QE 90%, dark counts 10 Hz, time jitter
(<35 ps), temporal resolution 80 ps

Shortpass filter
Thorlabs,
FESH1000

1000 nm cutoff, fiber-to-fiber U-Bench

Fiber Optic
Coupler

Thorlabs,
TW1550R5F1

50:50 Split, 1550 ± 100 nm, FC/PC

SM fiber N/A SMF-28-J9, 30 m stainless steel shielded
Cryocooler
connection

Custom made SM-SM

Compressor
CTI-Cryogenics,

8200
Water-cooled, connected to cryocooler

Turbo pump
Pfeiffer Vacuum,
HiCube 80 Eco

Connected to cryocooler

Fiber optical
filter

WL Photonics
Polarization-insensitive electric tunable,
0.4 nm FWHM bandwidth, 1520-1580 nm
tuning range, centered at 1550 nm

TABLE 1.12: Components used in the characterization of the sample
in all-fiber configuration.

As a note, a tunable optical filter is built based on free-space optics using a diffrac-
tion grating to produce a band-pass transmission, with outcoupled light from a col-
limator to a grating put in a plug-and-play box. On a similar note, an optical filter
mounted onto a plug-and-play u-bench is also considered part of an all-fiber setup
since it does not require any alignment after setting up, ensuring that all the experi-
mental configuration is considered all-fiber.

1.7.4 Extraction efficiency

In the context of QDs, the extraction efficiency asserts the ability of the structure to
guide photons into the collection optics. This is governed by many factors such as
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refractive index contrast, optical cavity effects, geometry and positioning, surface,
and interface quality. In the literature, there is no clear definition of extraction effi-
ciency from a quantum dot. First, there is no concrete definition of which part of the
light should be taken into account when calculating the extraction efficiency. It can
account for only one discrete transition or multiple emission lines caused by the ex-
citation pulse. It is important to note that the measured count rates on the detectors
should be corrected for the multiphoton events, which can be accurately measured
in the autocorrelation measurement. Secondly, there is an assumption that the in-
ternal quantum efficiency of a source is 100%, which typically gives a lower limit
for the extraction efficiency. In Fig. 1.13 multiple aspects of the extraction efficiency
definitions are presented.

FIGURE 1.13: Different components for the determination of the ex-
traction efficiency, after [182].

Typically, for experimental determination of the extraction efficiency, two methods
are used to measure the setup efficiency (at the same wavelength as a source). Firstly,
one can measure the transmission of all of the components and calculate the trans-
mission of the experimental setup with a pulsed source with a known repetition rate
(typically around 80 MHz) and compare it with the signal count rate (corrected for
multiphoton events).

The second method involves the use of the source with the known average num-
ber of photons (e.g. highly attenuated pulsed laser) and guiding it through the ex-
perimental setup onto detectors. With the known power of a laser and an energy of
one photon at a specific wavelength E = hc

λ , one can calculate the number of photons
and compare it with the count rate on the detector to infer the setup efficiency. The
experimental results are given in Chapt. 3. In the case of a PIC, this measurement
allows for the determination of the extraction efficiency from the edge of the sample
- signal outcoupled from the Si waveguide. In pair with simulations of light transfer,
it allows for the indirect determination of the on-chip coupling of photons.
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1.7.5 Automated real-time stabilization software for the optical micro-

scope setup

This section is based on published work [181] and more details are given therein.
Described µPL setups for near-infrared microscopy (see Fig. 1.9), used to investi-
gate semiconductor nanostructures, require micrometer and nanometer mechanical
stability due to the use of high magnification of optical objectives. However, the
continuous flow cryostats used for the operation of the PIC chip at the cryogenic
temperature, along with other mechanical components, introduce mechanical vibra-
tions and temperature drift within the optical setup. Therefore, it poses a significant
challenge, as reliable data collection requires excitation and detection from the ex-
act same location on the chip in long-term experiments. To minimize mechanical
instabilities, the setup is adjusted in real time by an operator; however, this is not an
optimal solution.

To address these issues, a new software-based solution was developed along
with certain setup modifications, allowing automatic control of crucial optical ele-
ments. The software allowed for precise control of the position of a cryostat with the
PIC chip inside with respect to the microscope objective position and its focal plane
via the implemented automated vision-guiding. Therefore, a precise stabilization of
the optical setup in real time has been achieved. The Python-based software, featur-
ing a graphical user interface, uses the normalized correlation coefficient matching
method from the openCV library to accurately detect characteristic elements of the
inspected chip and automatically correct any misalignment with pixel-level accu-
racy and 0.2 µm precision in real-time. The flowchart of the software is presented in
Fig. 1.14.

FIGURE 1.14: The flowchart illustrates the interaction among the
GUI, software, and OpenCV library layers. Solid arrows represent
the typical sequence of operations within the workflow. Published in

ref. [181].
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1.7.5.1 Normalized correlation coefficient matching algorithm

The core of the software’s functionality relies on the normalized correlation coeffi-
cient matching method implemented from the openCV library. During the devel-
opment phase, all available template matching algorithms from the library were
tested, along with the phase correlation method [183] and the Haar cascade clas-
sifier. Although the correlation coefficient matching method has been shown to of-
fer the highest precision and confidence in finding a match, it also comes with a
higher computational cost, limiting the size of the image frames based on available
computing resources. Unlike neural network-based models, which require exten-
sive training data, this method only requires a single template snapshot for tracking,
making it more adaptable. The algorithm is robust against variations in translation,
brightness, and contrast, which are common in optical microscopy setups. The al-
gorithm normalizes both the template and the image by setting their means to zero,
transforming darker areas of the image into negative values and brighter areas into
positive ones. This adjustment ensures that when bright regions in the template
overlap with bright areas in the image, the resulting dot product is positive, and
the same occurs when dark regions overlap, as the product of two negative values
also results in a positive score. Conversely, mismatches, such as dark regions in the
template overlapping with bright areas in the image, produce negative values. The
matching process can be summarized by the following relations:

R(x, y) =
∑x′,y′ (T

′(x′, y′) · I′(x + x′, y + y′))
√

∑x′,y′ T′(x′, y′)2 · ∑x′,y′ I′(x + x′, y + y′)2
(1.19)

T′(x′, y′) = T(x′, y′)−
1

(w · h)
· ∑

x′′,y′′
T(x′′, y′′) (1.20)

I′(x + x′, y + y′) = I(x + x′, y + y′)−
1

(w · h)
· ∑

x′′,y′′
I(x + x′′, y + y′′) (1.21)

In this context, I represents the source image and T denotes the patch image that
is compared to the source image. The variables w and h correspond to the width
and height of the template image, respectively. The coordinates range as follows:
x′ = 0...w − 1, and the y′ = 0...h − 1. The template is moved one pixel at a time (left
to right, then top to bottom). For each location, a metric R is computed that yields
values between -1 and 1, indicating the degree of correlation between T and I at a
specific position, thereby forming a result matrix R. In the software, the function
minMaxLoc() is utilized to determine the highest value within the R matrix. In each
frame, this location is compared to the one established when the user selected the
region of interest (ROI). If the specified pixel threshold (typically set to 0 for maxi-
mum precision) is exceeded, the program controls the motors to reduce the deviation
below the threshold, which effectively returns the ROI to its original position.
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Focus detection

As an addition to the software, the focus value metric was developed, and the
frame’s focus value is determined by calculating the variance of its Laplacian. The
Laplacian provides a two-dimensional isotropic measure of the image’s second spa-
tial derivative, highlighting regions with rapid brightness changes. This feature is
used to adjust the microscope objective in the z-axis to locate the point of maximum
image contrast—i.e., the focus position. The Laplacian of an image can be computed
by applying a convolution filter with a small kernel to the frame.
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FIGURE 1.15: Two common Laplace kernels.
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Chapter 2

Heterogeneous integration of III-V

material

This chapter outlines the fabrication methods and procedures used to fabricate the
devices characterized in this thesis. It covers integration technologies, direct bond-
ing, and micro-transfer printing, as well as the lithographic processes used to fabri-
cate the waveguides and cavities. Since fabricated devices share multiple fabrication
and characterization steps, the fabrication and characterization techniques used are
described first, and in subsequent chapters, the used procedures are given.
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2.1 Fabrication methods

2.1.1 Direct bonding

FIGURE 2.1: Used NILT Compact Poly-
mer Bonder with visible slot for 4” sub-

strate.

Direct bonding is the fabrication processing
technique that allows two materials to be
joined together (typically two semiconductor
wafers or a wafer and a processed chip). It
is sometimes referred to as glueless bonding
or van der Waals bonding. The prerequisite
for a high yield of this process is the flatness
and cleanliness of the wafers [184, 185]. Be-
cause the surfaces of a wafer bond with water
molecules from the air as seen in Fig. 2.7, they
have to be treated with oxygen plasma shortly
before the wafers contact. This technology is
used to bond materials where joint growth or
processing is impossible (e.g. due to differ-
ent crystalline structures). This is an essential
processing step in the presented device fabri-
cation technology - wafer bonding of the InP
with InAs quantum dots and SOI platform.
For all of the described direct bonding (and ad-
hesive bonding with use of the BCB) the NILT
compact polymer bonder was used (visible in Fig. 2.1). It allows the bonding of 2”
and 4” substrates and chips. The process temperature can be between 20 °C and
300 °C in atmospheric pressure or in vacuum. The bonder can supply pressure up to
6 bar. The parameters used for direct bonding of InP wafer with InAs QDs are given
in Sect. 3.2.

2.1.2 Micro-transfer printing

The second important integration method used in this work was micro-transfer
printing (µTP or sometimes referred to as MTP). This method facilitates the inte-
gration of various semiconductor devices onto different substrates. These devices
are initially fabricated on their native substrates, such as silicon, gallium arsenide,
or indium phosphide, using standard epitaxy and lithography techniques. Subse-
quently, the sacrificial layer under the device layer is etched away, leaving the device
connected only by thin tethers (from native material or resist ones). Microstructured
stamps made of polydimethylsiloxane elastomer (PDMS, see Fig. 2.2 b)) use Van der
Waals forces to pick up devices by pressing and breaking the tethers. The stamps
then transfer the devices onto another substrate, such as pure silicon, an SOI chip,
indium phosphide, silicon nitride, lithium niobate, gold, titanium, glass, and other
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materials. In this context of micro-transfer printing, a device typically is a part of a
coupon, which is a small section or piece of a semiconductor or other thin-film ma-
terial that is pre-fabricated and then selectively removed from a donor substrate for
transfer onto a receiving substrate. Coupons are often used to create heterogeneous
structures, allowing precise placement of micro-devices like LEDs, lasers, or sensors
on various surfaces without needing to grow or fabricate the materials directly on
the final substrate. In the initial phase of the µTP process development, the coupon
transfer technology was established, where there were fabricated 50x50 micrometer
sized fields in InP (called coupons) with either resist or InP tethers. Later, as the
process matured, it was switched to the direct fabriaction of a device (InP nanobeam
of a size about 1x20 micrometer with InP tethers) transferred directly to a target sub-
strate.

In this thesis there was used the Micro Transfer Printer (µTP-100 Transfer Print-
ing System) manufactured by X-Celeprint Ltd. This system comprises three ele-
ments: the transfer stage visible in Fig. 2.2 a), the electrical cabinet, and the PC user
interface. This transfer stage is composed of three main elements: the optical path
with a stamp and stages for 6” source and target wafers. The angle position of these
wafers can be fine-tuned with a differential screw. The stamp, source, and target
are positioned by creating an underpressure (vacuum). The motorized stages allow
for the source and target movement in the x and y directions, and the optical micro-
scope and stamp can move separately on the z-axis. In addition, the cleaning pad
for the PDMS stamp was mounted and made available for automatic processes. As
they are crucial for an efficient transfer, the stamp parameters during the process of
micro-transfer (overdrive distance, acceleration, overdrive speed, pre-pickup time)
were characterized and described in Sect. 4.1.1. The overdrive distance is the dis-
tance which the stamp will travel towards the source after positioning on top of a
structure. Overdirve speed is a velocity with which the stamp will travel overdrive
distance. The pre-pickup time is a time for which stamp movement will be stopped
after reaching overdrive distance. Acceleration parameter is an acceleration of a
stamp during the pick-up process.
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(a) Micro Transfer Printer (µTP-100 Transfer Print-
ing System) from X-Celeprint in DTU cleanroom.

(b) µTP kit - single posts of various sizes.

FIGURE 2.2: Used setup (a) and PDMS stamps (b) for micro-transfer
printing.

Adhesion to the stamp

The µTP process is based on carefully balancing the adhesion between many com-
ponents: the top layer of the source, the PDMS stamp, the bottom of the source, and
the top of the target layer. Typically, the adhesion forces should follow this relation:

Pick-up Printing

PDMS > Tethers Source-Target > PDSM

TABLE 2.1: Relation between forces for a successful pick-up and print
of a structure.

The main principle allowing for a PDMS stamp to operate in the pick-up and print-
ing regime is a viscoelastic effect where the strength of the adhesion changes with
the stamp speed. This phenomenon is called kinetically switched adhesion, which
leads to strong adhesion when the pick-up speed is fast and weak adhesion when
the printing speed is slow. In the case of the vertical pick-up, the separation energy
GPDMS depends on the delamination speed v and can be approximated by:

GPDMS(v) = G0

[

1 +
(

v

v0

)n]

(2.1)

where G0 is the separation energy at rest (v = 0 mm
s ), v0 is the pick-up speed at

which G(v) = 2G0, n is a fitting parameter. The G0 depends on the PDMS stamp (its
composition, material, and wear) and can change during its use. If the force GPDMS

is greater than FSUB, which is the force of adhesion of the structure to a substrate,
then the removal of a structure will be possible. In the opposite case, printing is
possible. Consequently, there is a stamp speed condition for picking up v > vc and
v < vc for printing.
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Tethers

During the membranization of the structure, the device layer has to be suspended
and secured to the whole wafer or chip before transfer. The structures that hold the
membrane are called tethers; their design can be categorized into resist (polymer)
tethers and semiconductor tethers (from the source material). They can be designed
in various shapes and sizes to create tethers that detach easily and smoothly when
the device is lifted from the initial wafer and have a smooth bottom surface for good
adhesion to a target wafer. The advantage of resist tethers is that the breaking force is
usually much smaller than that of a wafer’s semiconductor material. Consequently,
they can be larger and fabricated with optical lithography, which is much more avail-
able than electron beam lithography (which was used to create small tethers from
InP).

Resit tethers

As a first approach to tethers, resist tethers were used, but they turned out to be sub-
optimal to InP tethers. Depending on the selected layers, sidewall protection with
a resist may be necessary during membranization. The resist sidewall is made by
overlapping the edges, which should be protected with a resist. Designing sidewall
protection with sufficient tolerance (4 µm was determined to be adequate) is crucial
to accommodate potential misalignment, as such misalignment could lead to etch-
ing beyond the intended areas and collapse the coupons. AZ 5214 E was tested for
resist tethers and yielded identical results to AZ MIR 701.

Release technology

One of the crucial steps in the sample fabrication is the membranization process,
where the chip is immersed in an etchant (BHF or FeCl3) and the sacrificial layer
(i.e. InAlAs or SiO2 is etched away). The device layer is not damaged because of
the high selectivity in which oxidation-reduction chemical reactions act only on the
sacrificial layer. To obtain devices with a flat and smooth bottom surface, the purity
of the ingredients must be high. Etchant sometimes may require filtering to reduce
particle contamination levels (especially in the case of FeCl3).
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One of the biggest challenges in the membranization pro-
cess is stress management, surface tension, and electro-
static forces between the bottom of a coupon and the
substrate, which cause the collapse of the coupons and
nanobeams. At this micro-mass scale, any gravitational forces can be neglected. A
visualization of this stress-induced bending is shown on the right, featuring a COM-
SOL simulation that accounts for the effects of high deposition temperatures and
subsequent layer shrinkage during cooling. The model includes a 250 nm InP de-
vice layer with a 250 nm SiO2 mask layer on top, applied to a 50 × 50 µm2 coupon.
Vertical deformations are in the range of 1 µm (in the picture, deformations are not to
scale), causing the sticking of a coupon to a substrate. Therefore, the SiO2 top layer
was replaced by the SiN one, where compressive and tensile stresses could be engi-
neered. The alternative approaches in the nanostructure membranization which are
avoiding surface tension of water are: supercritical drying (with CO2) [186], Xenon-
based drying [187] and sulfur-based solutions.

2.1.3 Characterization

The properties of the samples fabricated and processed in a cleanroom were checked
by various inspection methods, i.e. microscopy (optical, interferometric, SEM, and
AFM) and ellipsometry. In this section, a brief description and representative results
of these methods are provided.

2.1.3.1 Microscopy

Optical Microscopy

In the cleanroom, the most widely used optical microscope for optical characterisa-
tion was the Nikon ECLIPSE L200N, equipped with microscope objectives of 2.5x
- 100x and an eyepiece with 10x magnification. The working distance for the 100x
objective is 1.0 mm, with a numerical aperture of 0.9 and a resolution of 0.37 µm.
The microscope images were taken with a camera resolution of 2448 x 2048 pixels
(5 MP). Semi-automatic stitching was used for large-area images. The primary pur-
pose of the optical microscope was to inspect and analyze the pattern dimensions
and quality after various lithography steps and to inspect any inhomogeneity and
cleanliness of the sample surface.

Optical Profiler

The primary purpose of the optical profiler with the S Neox sensor head was to
perform 3D topographic imaging of surfaces, step height measurements in smaller
trenches and holes than those achievable with standard stylus methods, and rough-
ness measurements with a larger field of view (FOV) than the Atomic Force Micro-
scope (AFM), although with less spatial resolution. It can also be used to measure
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the shape of large, rough surfaces using Focus Variation and for thick- and thin-
film measurements, provided the refractive index is known. This optical profiler
integrates three techniques: confocal and interferometry methods along with Active
Illumination (Ai) Focus Variation — and can perform both thick- and thin-film mea-
surements on transparent layers. This configuration allows for precise and flexible
measurement capabilities, making it suitable for various advanced imaging and pro-
filing applications requiring fast 3D topographic imaging of surfaces. Fig. 2.3 shows
a representative result with an optical profiler performed in a DTU cleanroom.

FIGURE 2.3: Examplary result of an optical profiler measurement of
a coupon and cantilevers (used to investigate stress in the structure),
with the height difference measurement in the bottom and 3D profile

in the top right corner.

Scanning Electron Microscopy

The Zeiss Supra SEM can produce highly magnified images of various specimens,
with magnifications exceeding 5 × 105 and offering ultra-high-resolution imaging.
This equipment was essential and extensively utilized to achieve high-resolution
and depth-of-field images while not requiring sample preparation. Its primary pur-
pose was to measure conducting and semiconducting samples. The accumulation
of charge in non-conducting materials (e.g. SiO2) leads to deflection of the electron
beam, lowering the resolution and interfering with the measurement. In terms of
performance, the maximal resolution of this SEM ranges from 1 nm to 2 nm. Still, it
is limited by vibrations and highly dependent on the sample type and the operator’s
skills. The instrument is equipped with several detectors, including a secondary
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electron (SE2) detector, an Inlens secondary electron (Inlens) detector, which were
most commonly used, a high-definition four-quadrant angular selective backscat-
tered electron detector, and a variable pressure secondary electron (VPSE) detector
that were also available. The electron source is a Field Emission Gun (FEG), and the
SEM operates at fixed high vacuum pressures ranging from 2 × 10−4 mbar to 10−6

mbar. The SEMs of the fabricated structures are presented in the later chapters.

Atomic Force Microscopy

In the DTU cleanroom, the Bruker AFM Dimension Icon-Pt instrument was used.
AFM is a scanning probe microscope that scans a sharp probe across a surface in
various modes, such as contact or tapping. This technique produces a surface topo-
graphic map with a lateral resolution of approximately 1 nm and a vertical resolu-
tion of less than 1 nm, making it highly effective for topographic characterization at
the nanometer scale. However, the primary limitation is often the size of the probe
used. The primary purpose was to measure surface roughness and to assess step or
structure heights within the nanometer and sub-micrometer range. Fig. 2.4 shows
an exemplary result of an AFM measurement performed in a DTU cleanroom (the
measurement was carried out with the help of Monika Mikulicz). This measurement
was done for one of the first designs for the nanobeams directly transferred from the
source wafer (without coupon); the area was too small to perform this measurement.

FIGURE 2.4: Image on the left presents one of the early devices at-
tached to the PDMS stamp. The AFM image on the right of the sur-
face of the bottom of an early version of the design. The Z range is
13.1 nm, and surface roughness Rq 1.77 nm over an area of 500 x 500

nm2.

2.1.3.2 Ellipsometry

The ellipsometer (VASE, J.A. Woollam) is an instrument that was used to determine
the thickness of thin films, both single-layer and multilayer, as well as to measure
the refractive index. It works by measuring changes in the polarization of light as
it interacts with the sample. In addition, the ellipsometer was able to measure re-
flectance and transmission intensity. The film thickness and optical constants can be
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estimated by fitting an appropriate model to the acquired data. In particular, the ac-
curacy of these results is highly dependent on how well the chosen model represents
the actual sample and the quality of the fit. Since it is challenging to quantify the ac-
curacy of the results, it is essential to ensure that the model aligns with the known
characteristics of the sample and to refine the fit to achieve the lowest possible Mean
Squared Error (MSE). This instrument is particularly effective for measuring thin
films, such as oxide layers less than 100 nm thick. The ellipsometer can measure
SiO2 film thicknesses ranging from less than 20 Å to approximately 10 µm. Typical
thin films that can be measured include SiO2, SiN, thin metals, various photoresists,
polymers, SOI materials, and many others. This spectroscopic ellipsometer operates
at angles ranging from 45 deg. to 90 deg. It covers a wavelength range of 210 to
1690 nm, with a spectral resolution of 1.6 nm pixel resolution, a 5 nm bandwidth for
wavelengths between 280 nm and 1000 nm, and a 3.4 nm pixel resolution and a 10
nm bandwidth for wavelengths between 1000 nm and 1690 nm.

In Fig. 2.5 there are shown the exemplary results of the ellipsometry mea-
surements for two layers stack (for sample integrated using µTP), SiN/Si and
SiN/InP/SiO2/Al/Si, the red and green lines represent the measured data, and the
black line represents the fitted model. The fit between the experimental data and the
model is in good agreement, with a low MSE within a wide spectral window (300 -
1690 nm). After a satisfactory fit, it becomes possible to determine parameters such
as the refractive index and thickness of the materials, allowing for a fast evaluation
of the grown or etched layer stack.

(a) SiN/Si (b) SiN/InP/SiO2/Al/Si

FIGURE 2.5: (a) VASE data for a PECVD grown SiN of 93 nm on the
Si substrate (b) Multilayer VASE data for a sample with the 110-nm-
thick Al layer, 615 nm SiO2, 308 nm of InP, and 95 nm of SiN. Mea-
surement during the fabrication of the sample integrated using µTP.

2.1.4 Lithography

Lithography is one of the most used, precise, and suitable techniques for the mass
production of semiconductor microstructures and nanostructures. This process
starts with designing the mask file using GUI tools such as CleWin or KLayout. It is
possible to parameterize and automate the creation of complex mask layouts using
the gdspy (Python module). Briefly, in the lithographic process, after the substrate is
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prepared through the deposition of, e.g. HMDS, the resist layer is spin-coated, and
the mask is exposed. Lithography can be classified into two categories: electron-
beam lithography and optical lithography, depending on whether the electrons or
photons are used to expose a mask on the resist layer. After exposure, the wafer or
chip is developed, and the pattern can be etched on the substrate with dry or wet
etching. The last step usually involves the removal of the resist layer, e.g., in an
ultrasonic bath with a solvent. All steps in this process should be inspected with the
characterization tools. This process is illustrated in Fig. 2.6.

FIGURE 2.6: Spatial light modulator projects a laser light onto the
wafer exposing deposited resist. The pattern is developed and
etched, and the resist is stripped. In this example, a positive pho-

toresist is used.

HMDS

HMDS (Hexamethyldisilazane) is a chemical primer that enhances photoresist ad-
hesion to the substrate. It modifies the substrate’s surface, making it more hydropho-
bic and thus improving the bonding between the photoresist and the substrate. In
addition, it ensures a more uniform coating, which is crucial to achieving precise
lithographic patterns.

FIGURE 2.7: Surface modification using HMDS reduces surface en-
ergy by converting hydrophilic silanol groups into a more hydropho-

bic surface.

Alignment

If the fabrication process requires more than one lithography step, the layers must
be precisely aligned. This can be achieved using alignment marks, such as crosses,
boxes, and gratings. During fabrication, it was found that for maskless optical
lithography, alignment crosses with a width of 1 µm have the best alignment ac-
curacy compared to crosses with widths of 8 µm and 2 µm.
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Mask design

Mask design and inspection were done using CleWin and Klayout software. The
Python-based software gdspy was used to develop the mask with parameterized
patterns like hole radius and taper design.

Optical and electron beam lithography

For optical lithography, the Heidelberg Instruments MLA150 Maskless Aligner was
used. This maskless system was beneficial because it allowed for quick prototyping
of the designs, compared to traditional photolithography, which involves creating
a physical photomask, followed by using a stepper or mask aligner to project the
CAD-designed pattern onto a resist-coated wafer or plate. The limit of the resolution
given in Tab. 2.2 is given by the exposure wavelength (in this case, the laser diode at
405 nm). For the fabrication of the smaller features, the electron beam lithography
was used (JEOL JBX-9500FSZ) with a resolution limited by electrons’ scattering to
about 10 nm.

TABLE 2.2: Comparison of used optical and electron beam lithogra-
phy at DTU.

Category UV Maskless Lithography E-beam Lithography

Minimum Resolution ∼0.6 µm ∼10 nm

Process Time (4’) Tens of minutes Hours

Throughput (4’) 0.4 – 5 wafer/hour 0.1 – 3 wafer/hour

Training Few hours
Long,

for Ph.D. students and up

Spin coating

In the spin coating process, to apply a thin uniform resist film, a liquid photore-
sist is deposited onto the center of a substrate and rapidly rotated. The centrifugal
force evenly spreads the solution across the surface, and the rotation speed and the
viscosity of the solution control the film thickness. Most of the spin coating was
done using a Süss MicroTec Gamma 2M spin coater, which is a fully automatic and
programmable cassette-to-cassette system. For chips and 2" wafers, after the depo-
sition of HMDS, they were crystalbonded to the 4" carrier wafer. The typically used
photoresist was a positive tone AZ MiR 701 (29 cPs) spun at 4000 rpm.

The manual spin-coater was used for a sample described in Sect. 5.1 with grat-
ings. The wafers were pre-spin baked at 160 °C for 10 min. to dehydrate the surface.
The 1:5 diluted BCB in 1-methoxy-2-propanol was spin-coated on a wafer for 60 s
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at 5000 rpm with an acceleration of 1000 rpm/s2 and baked at 90 °C for 10 min. to
evaporate the solvent.

2.1.5 Wet and dry etching

The main difference between wet and dry etching is that wet etching easily allows
isotropic etching. This is crucial for removing material underneath a layer, which
is useful in forming structures such as coupons and membranes. Dry etching is
typically anisotropic, allowing the precise transfer of a mask pattern to a wafer with
better control of the feature’s shape. Wet etching is generally used to etch larger
volumes of material than dry etching, but it is less controllable and precise. The
brief comparison is given in Tab. 2.3.

Wet etch Dry etch

High etch rate difference between
materials, leading to high

selectivity
Anisotropic etching is possible

Time-saving: Can etch multiple
chips simultaneously

Does not attack the backside of the
sample

Easy to start up new etch solutions

TABLE 2.3: Comparison of wet and dry etch.

Wet etching

For integration using the µTP, it is necessary to etch any epitaxial structure (sacrificial
layer) underneath the device layer (typically the InP layer with InAs QDs). In this
process, the selective chemical reaction removes a sacrificial layer underneath the
device layer, while it does not damage the surrounding layers. For flat and smooth
surfaces, the etching agents of high purity and high selectivity must be used; a se-
lected combination of device materials, sacrificial layers, and etching agents is given
in Tab. 2.4.

Device material Sacrificial layer Etchant

InP InGaAs FeCl3
InP AlInAs FeCl3
GaAs InAlP, InGaP HCl
SOI SiO2 BOE
SiO2 Si TMAH, KOH
LiNbO3 SiO2 BOE

TABLE 2.4: Selected device material platforms and compatible sacri-
ficial layer with its etchant.



2.1. Fabrication methods 61

Wet etching of the sacrificial layer InAlAs and SiO2, as well as any other wet chem-
istry process, was carried out in a fume hood. Before the etching of the devices, the
etch rates were tested on sacrificial unpatterned parts of a wafer or chips.

InAlAs etch

For chips with the InAlAs sacrificial layer, wet etching was performed using a
FeCl2:DI (1:2) solution, with the ratio precisely maintained with a graduated cylin-
der in each batch. The mixture was stirred with tweezers for 10 seconds to ensure
uniformity. Various etching times were tested for different batches, specifically 5, 6,
7, 10, 11, and 12 minutes. After etching, the chips were removed from the solution,
immersed in DI water for a few minutes, and then placed on paper, with any
remaining water gently removed using a flow of N2 gas. It was observed that slow
air drying of a wet chip led to the accumulation of particles on its surface, which
should be avoided. The etch depth followed a linear relation with the etching time.
The etch rate coefficient was determined to be 2.9 µm/min from linear regression
and this value represents a lower boundary estimate. In some cases, the etching
rate may be faster. However, it is preferable to etch for a longer duration than the
calculated time to ensure complete etching. There are also visible slight saturation
effects near the center of the square device, suggesting that more etch time is
required for correct processing.

SiO2 etch

The SiO2 etching was done using buffered oxide etching (BOE), typically used to
etch silicon dioxide on silicon wafers. Used BOE combined hydrofluoric acid and
ammonium fluoride in 7:1 proportion. Etching solutions containing ammonium flu-
oride produce silicon surfaces that are atomically smoother than those etched with
just hydrofluoric acid. BOE has a slower and more consistent etch rate and is less
harsh on photoresists because of its nearly neutral pH solution. Typically, the etch
rate for BOE is given for thermal oxide (about 80 nm

min ), but for PECVD deposited thin
film, it is much faster and estimated from the tests to be 200 nm

min . Fig. 2.8 presents
an SEM image of the cross-section of the InP waveguide with SiO2 partially etched
underneath, which is one of the samples used for the calculation of the SiO2 etch rate
in BOE.
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FIGURE 2.8: InP waveguide on top of the SiO2 layer which is partially
etched with BOE 7:1.

Dry etching

Inductively coupled plasma (ICP) etching was used for dry etching. It combines
chemical and physical etching processes, making it effective for the precise removal
of isotropic materials at the nanoscale. The process uses gases that chemically re-
act with the substrate, forming volatile products alongside a physical bombardment
of particles. This approach offers several benefits, including increased reactivity of
reactants as a result of the dissociation of gas molecules into more reactive compo-
nents, high tunability through precise control of ion acceleration, parallel processing
of the substrate, and the creation of a well-collimated beam that ensures efficient
etching. However, these advantages come with the trade-offs of increased complex-
ity, high costs, and the requirement for toxic or hazardous gases. The etched depth
is governed by the etch rate of both the substrate and the mask. The selectivity, or
the ratio of these two rates, determines how deep the etching can proceed before
the mask is etched away, with desired depths ranging from tens of nanometers to
the full thickness of a wafer. Additionally, the sidewalls and surface roughness pro-
duced by the etching process are crucial, with requirements that vary significantly
depending on the application.

Since the used ICP system also incorporates both an optical endpoint system and
a laser endpoint system for early samples, there were fabricated 500x500 µm2 fields
to check the etched layer in real-time. It was found not to help detect an overreaching
of layers due to a lack of precise signal change for the next layer. However, the
fields were great for checking resist residue and with a profilometer (Dektak) it was
possible to check the etching distance.

SiN etch

After the development of the mask in the CSAR e-beam resist, this pattern has to be
transferred to the SiN hard mask. This was done with ICP SiN etching. This SiN
etching was done at the temperature of 20 ◦C with fluorine chemistry and the ratio
of 10:2:2:1 of the N2:SF6:CF4:CH4 gases. The SiN etch rate was about 60 nm

min . It is
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important to completely remove the CSAR e-beam resist in an appropriate solvent
(e.g. remover 1165 from MICROPOSITTM) after SiN etching since its residues will
increase the roughness of the InP surfaces, which in turn decrease cavity quality
factors.

InP etch

For the InP etching, the SiN layer was always the mask. InP ICP etching was
performed at a temperature of 180 ◦C with bromine chemistry and a 1:3:5 ratio of
Ar:CH4:HBr gases. Immediately after the sample was unloaded from a process
chamber, the samples were immersed in deionized water (DI) to stop the continued
etching after exposure to the atmosphere caused by residual bromine. The InP
etch rate was about 430 nm

min . For some structures for which there were also InAlAs
instead of SiO2 under InP, its etch rate was about 200 nm

min in the same process.

2.1.6 Thin film deposition

To deposit thin layers of SiN and SiO2, the Plasma Enhanced Chemical Vapor Depo-
sition (PECVD) system was used. This system is also capable of silicon oxynitride,
and boron and phosphorus doping. PECVD is a chemical vapor deposition method
that utilizes plasma to accelerate the chemical reaction rates of reactive species. This
process enables the deposition at lower temperatures, which is frequently crucial in
semiconductor manufacturing. In Fig. 2.9 there are shown color charts for SiN and
SiO2 that show how the apparent color of the layer changes with material thickness
(the color of the dielectric film on silicon is determined by the incident angle of the
light source, the source’s luminance, the film’s thickness, and the type of dielectric
material). This allowed for quick evaluation of the film thickness in a cleanroom
without additional measurement. The color of the deposited film is an essential fac-
tor because it affects the required exposure dose during photolithography because
of changes in reflectivity.

(a) SiN (b) SiO2

FIGURE 2.9: Visible color of a (a) SiN and (b) SiO2 film on silicon
varies depending on its thickness, adapted from [188].

SiN deposition

The deposited SiN was used as a mask in a dry etching of InP. It was also used as
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a stress management layer for the membranization process, where, with the depo-
sition of SiN with high frequency, its tensile stress increases. It also increases chip
brittleness, necessitating careful handling during debonding. The stress in SiN can
be modulated by adjusting the deposition time ratio between high-frequency (HF)
and low-frequency (LF) components. In the machine used (see Sect. 2.1.6), achieving
a stress range of -450 MPa to 300 MPa was possible, changing the HF to LF deposi-
tion time ratio from 0 to 3. With the correct ratio, one can deposit an unstressed film.
During fabrication, cantilevers were also fabricated, giving information on the stress
in the structure. Under SEM, no bending was observed, indicating that the stiffness
of the layers and their stresses are balanced. For all processes with high frequency
SiN deposition, the gases ratio was SiH4:NH3:N2 - 40:55:1960. The deposition rate
was measured on an ellipsometer and was 110 nm

min .

SiO2 deposition

The deposition of SiO2 has served two purposes. Firstly, with its low absorptance (2-
7 %) in a 1.0-2.0 µm spectral window, it is a suitable spacer material between InP and
Al layers [46]. Secondly, it was used as a top layer after the micro-transfer printing
process; by depositing it around the microstructure, its position was secured for
handling and cooling down in the cryostat. For the deposition of SiO2, the gas ratio
was N20:SiH4 - 2000:17 in low-frequency generator mode. The deposition rate was
measured on an ellipsometer and was 170 nm

min .

E-beam evaporation

The E-beam evaporator (Temescal) was used for metal deposition via electron-beam
evaporation. In this process, the material is deposited in a line-of-sight manner
from the source, meaning that it only coats the sample surface that directly faces
the source. This characteristic makes it particularly effective for applications like the
lift-off technique, by which a sample with Au (110 nm)/ Ti (5 nm) contacts layer
was prepared (see Sect. 5.3.1). This system was also used for all the deposition of Al
layers for samples which were bonded with Si.

2.1.7 Conclusions

In this section, the most important fabrication methods were presented: direct
bonding, micro-transfer printing, characterization (optical, SEM, AFM, ellipsome-
try), lithography, wet and dry etching, and thin film deposition. The description of
direct bonding and micro-transfer printing, their use and performance evaluation,
will be presented in Chapt. 3, Chapt. 4, 5 and Sect. 5.4 respectively. In the following
sections, the characterisation results for fabricated samples will be presented. The
description of the InAs/InP QDs fabrication process has been omitted, and details
can be found in Chapt. 3 and in the referenced publication [45]. Overall, the fabrica-
tion methodologies available at the DTU and presented above provided a wide set
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of tools for advanced semiconductor processing for heterogeneous integration and
played an essential role in the fabrication of PICs presented in this thesis.
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Chapter 3

Heterogeneous III-V integration on

SOI using direct bonding

In this chapter, a description of sample fabrication, including the direct bonding
technique, is provided. The design of the device described in Sect. 3.1 is composed
of six elements which are: InAs/InP quantum dot, InP waveguide, InP taper, InP
outcoupler, Si waveguide, and cleaved edge. The operation of this device is as fol-
lows: the external pumping laser source generates excitations in an InAs/InP QD,
which subsequently recombine, producing single photons around 1550 nm. These
photons are guided through the InP/Si hybrid WG and, in the tapered section, are
efficiently transferred to the Si WG beneath it.

One side of the chip, photons are outcoupled from the SI WG using the InP grat-
ing structure. From the other side, photons are outcoupled from a cleaved edge of
the Si WG. Both photon output ports can be used to collect QD emission propagated
through the Si WG within the µPL experimental setup to test photon coupling effi-
ciency from the QD to the chip interior and off the chip and evaluate the fabrication
technology. The direct bonding technique used here, as described in Sect. 3.2, en-
ables the bonding of a full 2-inch epitaxially grown InP wafer to the SOI chip. As
described in the author’s contributions section the fabrication was done mainly by
the dr. Paweł Holewa and dr. Aurimas Sakanas. The same processes e.g., direct
bonding, optical lithography, wet and dry etching were later used by the author to
fabricate samples in the next chapters.

In Sect. 3.2.1 there are presented studies of a single device to analyze the emission
spectral pattern of the particular quantum dot (QD), in order to assess the purity
of its single-photon emission, while this demonstration combines the coupling of
photons from the InP/Si WG to the Si WG on the SOI platform, which could be
scaled up to form complex integrated quantum photonic circuits.
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3.1 Device design

FIGURE 3.1: Dia-
gram of the device
design with an InP
waveguide on a Si
waveguide. Pub-
lished in ref. [22].

First, the hybrid waveguide geometry is composed of an InP
waveguide (with an InAs/InP QD) with linear tapers on both
sides. This waveguide is placed on top of a Si waveguide, which
is terminated on both sides with planar Si and the InP grating
outcoupler. A tapered section is presented in the Fig. 3.1. The
structure is optimized to achieve efficient mode coupling be-
tween the InP and silicon sections, with a tapered InP waveg-
uide atop a silicon waveguide, enabling smooth transitions and
low insertion losses. The device employs half of a circular Bragg
grating outcoupler to effectively extract light from the Si waveg-
uide, with parameters such as ring width and grating period
tuned to optimize outcoupling performance. The dimensions
in the design of the fabricated structures were based on those
already published by the NQP group, where numerical studies
for this material system have been performed via an FDTD in
Ref. [189]. More about FDTD simulations-driven chip design is given in Sect. 3.1.1.
In the structure, the nominal InP waveguide height is 580 nm on top of a 220 nm
thick Si waveguide, and the widths of InP and Si waveguides are varied in the mi-
crometer range. The length of the taper is 25 µm and its tip has a finite width of
250 nm as depicted in Fig. 3.1 on the right. The entire fabricated structure is demon-
strated in Fig. 3.14.

3.1.1 FDTD simulations

The extensive simulations and optimization of this heterogeneously integrated
InP/Si on-chip system are already presented in the literature by Dr. Paweł Mrow-
iński et al. [189]. These simulations revealed that in this hybrid waveguide design,
multimode operation is unavoidable due to the refractive index contrast (nSi > nInP)
within the target telecom C-Band window.
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FIGURE 3.2: Electric field distributions
in the simulated structures [22].

In Fig. 3.2, there are shown distributions of
the electric field intensity in an exemplary
InP/Si hybrid waveguide structure with a ta-
per. Panel (i) shows the center of the structure
with a emitting dipole source, taper section on
the right, and transfer of light to the Si part.
Panel (ii) shows the optical field distribution
at the edge of the chip, which is used to calcu-
late on-chip coupling efficiency and panel (iii)
shows the far-field optical intensity distribu-
tion from the sample edge. By restricting the
collection angle to 45 degrees, as achieved in
the experiment with a 0.65 numerical aperture
microscope objective, a far-field collection effi-
ciency of 89% can be achieved.

FIGURE 3.3: Calculated (solid circles)
coupling efficiencies for the edge out-
coupling and on-chip directional cou-
pling for the fabricated geometries

with lines as a guide to the eye [22].

Due to reflection at the Si WG edge/air inter-
face, there are about 30% losses, which are the
main contribution to losses for the edge out-
coupling in such a device. These coupling effi-
ciencies were calculated for different waveg-
uide dimensions spanning the Si WG width
from 2 µm to 5 µm and the corresponding InP
WG width from 1.5 µm to 3.0 µm. The edge
outcoupling efficiency (ϕ) is at a level of ∼60%,
on-chip directional coupling (β) in the range of
20% to 30%. The in-plane collection efficiency
(κ) is a product of edge outcoupling efficiency
and on-chip directional coupling (κ = ϕ × β),
and it is on the level of 10% to 15%.

Dipole orientation

The QD for the photonic integration circuits is simulated as a dipole source and its
orientation (QD orientation) affects the properties of the system. In the numerical
studies, the best scenario was investigated for the optimal coupling to TE-like prop-
agating modes in the waveguide. The simulations assume that: (i) the dipole is
localized in the center of the InP WG and (ii) the polarization is in-plane of the chip
and perpendicular to the waveguide elongation axis. Polarization along the WG axis
was not considered because, for the center position of the dipole, coupling to prop-
agating modes is negligible (TE or even TM-like modes should have negligible field
vector components along the WG). In the optical experiment, no polarization was
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selected. As the fundamental excitonic states provide orthogonally polarized pho-
ton states (exciton - X and biexciton - XX photons are linearly polarized, whereas the
charged excitons - CX produce circular or elliptical polarization [74]) and should not
have notable polarization anisotropy induced only by a highly asymmetric confine-
ment potential. Therefore, the utilized experimental setup had a lack of sensitivity to
the polarization properties of detected photons. In other words, since X can emit in
one of the two orthogonal linear polarization states, when the linear polarization is
along or perpendicular to the WG elongation axis, one of the photons would always
be coupled to the TE mode. This means that 50% of the total X emission is coupled
to the mode. If the X polarization is at 45 degrees with respect to the WG axis, it
would be coupled with 50% of one of the polarization states projected on the WG
elongation axis and 50% of the other one. The same holds for the XX emission. For
the CX emission, circular polarization would always be coupled at 50% to the TE
WG mode. Figure 3.4 schematically shows that randomly oriented with respect to
the TE WG mode, linearly polarized H and V photons give constant intensity when
projected to the linearly polarized TE mode.
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FIGURE 3.4: Polar plot of two orthogonal polarized states of exci-
ton showing that regardless of the dipole orientation (QD orienta-
tion with respect to the waveguide) their combined intensity (which

is projected onto the TE mode) stays constant.
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3.2 Chip fabrication

FIGURE 3.5: Epitaxy of
InAs/InP QDs [22].

The chip fabrication begins with a low-pressure
metal-organic vapour phase epitaxy (MOVPE)
growth process on InP(001) substrates of low-
density Stranski-Krastanov InAs/InP quantum dots
(QDs) [45] (see Fig. 5.6). Initially, the InP substrate
underwent thermal deoxidation at 650 ◦C in a phos-
phine (PH3) ambient, followed by the deposition of
a 0.5 µm-thick InP buffer layer at 610 ◦C. Subse-
quently, the substrate temperature was lowered to
485 ◦C for quantum dot growth. The growth process included annealing the InP
substrate in an arsine (AsH3) ambient, enabling As/P exchange reactions to form a
two-dimensional (2D) In(As,P) wetting layer (WL) with tunable thickness and com-
position. The thickness and arsenic content of the WL were controlled by varying the
annealing duration, with the transition to three-dimensional (3D) island formation
occurring as the WL thickness exceeded the critical threshold (hc).
Following the formation of the WL, additional layers of InAs were deposited. The
nominal thickness of these layers was carefully controlled to approach the near-
critical nucleation regime, achieving low-density QD arrays with tunable densities
ranging from 107 to 109 cm−2. To further refine the QD properties, the growth pro-
cess was interrupted by stopping the trimethylindium (TMIn) flux while maintain-
ing the AsH3 flux, enabling controlled QD size and morphology. These QDs are
randomly distributed within a 580-nm-thick InP layer, which is used as the basis for
creating InP WGs. In this process, the positions of the QDs are not controlled in re-
lation to the waveguide axis. Additionally, an InGaAs etch stop layer is introduced
between the InP slab and the underlying InP substrate. In general used quantum
dots exhibited sharp, well-isolated photoluminescence peaks in the telecom C-band.
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FIGURE 3.6: Photolithography of SOI chip and on the right posi-
tive photoresist patterned on the SOI wafer [22].

Concurrently, Si WGs
and alignment marks
(AMs) are patterned
using ultra-violet (UV)
optical lithography in
a positive-tone pho-
toresist on top of the
220-nm-thick Si layer
of a standard SOI chip
(Fig. 3.6). The Si WGs
are defined by two 10 µm-wide openings that also act as efficient vertical out-gassing
channels to facilitate high area bonding [190].
Simultaneously, silicon WGs and alignment marks (AMs) are fabricated on the 220-
nm-thick silicon layer of a standard SOI chip using ultraviolet (UV) optical lithog-
raphy with a positive-tone photoresist (see Fig. 3.6). The silicon WGs are shaped
through two 10 µm-wide openings, which serve a dual purpose by also functioning
as vertical out-gassing channels to enhance the bonding area efficiency [190].

FIGURE 3.7: Etching of SOI chip [22].

The design is etched
into the silicon layer
using inductively cou-
pled plasma advanced
oxide etching (ICP-
AOE) (see Fig. 3.7).
Following this, the
surfaces of the flipped
InP chip and the sili-
con layer undergo an
oxygen plasma treatment to enhance the concentration of hydroxyl groups, which
play a key role in forming bonds at the interface [191, 192].
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FIGURE 3.8: Direct bonding, a segment of a 2-inch InP wafer
(partially seen at the bottom) is bonded to the SOI chip, which

is visible at the top with its backside exposed [22].

In the fabrication
process, a quarter
segment of a 2-inch
InP wafer was bonded
to an SOI chip, which
was cut from a com-
plete SOI wafer to
align with the shape
of the InP quarter.
Right after low-power
plasma ashing, the
surfaces are brought
into direct contact under high pressure (approximately 2 kN) and elevated temper-
ature (250 ◦C) within a vacuum environment inside the bonder. The sample is held
under these conditions for 60 minutes before the temperature is gradually reduced.
This process achieves a robust bond between the InP and Si layers without the need
for an intermediate material (see Fig. 3.8), resulting in a typically high bonding yield
exceeding 70 %, as assessed on a quarter segment of a 2-inch InP wafer.

FIGURE 3.9: InP substrate removal [22].

The InP substrate is dissolved us-
ing hydrochloric acid (HCl), while
the etch stop layer is removed with
a solution of sulfuric acid and hy-
drogen peroxide (H2SO4:H2O2), as
illustrated in Fig. 3.9. This step al-
lows for removal of the origin InP
substrate leaving only thin layer with
QDs.

FIGURE 3.10: Revealing of
AMs [22].

Extra fabrication steps are implemented to ensure
precise alignment of InP nanobeam waveguides
over the silicon waveguides during the electron-
beam lithography process. Initially, the alignment
marks (AMs) patterned in the SOI layer are exposed.
This is followed by defining openings in the InP
layer using ultraviolet (UV) lithography, as depicted
in Fig. 3.10.
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FIGURE 3.11: Selective InP wet etching [22].

Subsequently, the
pattern is transferred
through etching with
HCl, as shown in
Fig. 3.11. On the right
is a patterned positive
resist which covers the
semi-transparent InP
membrane, ready for
wet etching to expose

the alignment marks (AM) in the underlying silicon layer.

FIGURE 3.12: E-beam lithography, on the right negative resist
exposed after electron beam lithography for shaping the InP

waveguides [22].

Electron-beam lithog-
raphy with high-
precision alignment
(around 40 nm) [193]
employing hydrogen
silsesquioxane (HSQ)
negative tone resist
is utilized to define
the InP nanobeam
waveguides and
outcouplers, which are accurately placed over the silicon waveguides (see Fig. 3.12).

FIGURE 3.13: Etching of InP, on the right the SOI wafer with
InP waveguides after ICP-RIE etching, displaying the fabricated

structure [22].

The design is etched
into the InP layer us-
ing hydrogen bromide
(HBr) plasma with
inductively coupled
plasma reactive ion
etching (ICP-RIE). The
HSQ mask is then
stripped away using
buffered hydrogen fluoride (BHF), as shown in Fig. 3.13.

Fabrication workflow

The fabrication workflow is summarized in Tab. 3.1.
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Step Equipment Procedure

Surface preparation Oven: HMDS HMDS deposition
Spin coat resist Spin coater
SOI exposure MLA Expose pattern: 405 nm
Development Manual devel-

oper
Inspection Optical micro-

scope
Inspect pattern and alignment marks

Descum Plasma asher 10-15 s oxygen plasma ashing, Remov-
ing residual resist

Si etching AOE Transferring pattern by etching Si
down to SiO2 (220 nm)

Mask removal Fume hood Remover1165 in ultrasonic batch (over
30 min), IPA rinse,

Plasma activation Plasma asher 30s and 300 ml
min O2 flow at 400W

Bonding Wafer bonder Pressure 5 Bar
InP substrate removal Fume hood HCl 70 min batch, risne with DI
InGaAs removal Fume hood H2SO4:H2O2=1:1 30s, risne with DI,

N2 blow dry
Spin Coat resist Spin coater Resist AZ 5214E 1.5 µm
SOI exposure MLA Uncover Si Aligment marks
Descum Plasma asher 10-15s oxygen plasma ashing, remov-

ing residual resist
Aligment marks reveal Fume hood InP wet etching, H2SO4:H2O2=1:1 30s,

risne with DI, N2 blow dry
Mask removal Fume hood Remover1165, IPA rinse, DI rinse, N2

blow dry
Pretreatment Spin coater Resist: HSQ
E-beam exposure E-beam writer Use aligment
Development E-beam fume-

hood
AZ400K:H2O = 1:3 for 2 min 40 s, DI

water: risne N2 blow dry
InP dry etching tapers ICP etch
Resist strip Fume hood BHF 2 min, DI Risne, N2 blow dry
Cleave the wafer Fume hood Cleave the wafer perpendicularly to

the SOI waveguides

TABLE 3.1: Procedure used to fabricate structures described in this
chapter.
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SEM characterization

To evaluate the processing accuracy, the fabricated hybrid InP/Si waveguide
structure was examined using SEM. A representative micrograph of the on-chip
microstructure is displayed in Fig. 3.14. It illustrates a single device showcasing the
hybrid (InP/Si) WG section, a silicon WG segment, and the circular Bragg grating
outcoupler on the right side, while the left side terminates with a cleaved facet.
To showcase the cleaved edge and an outcoupler simultaneously, the image was
composed of two SEM images and false-colored to highlight the contrast between
InP and Si. The rectangular etched region in Si is also presented. The SEM images
indicate high-quality fabrication and precise alignment of the InP WG integrated
onto the Si WG, with a positioning error estimated to be less than 100 nm. However,
there are minor deviations from the design specifications: the InP WG width was
approximately 50 nm narrower, and the Si WG width was about 150 nm narrower,
attributed to differences in dry etching processes. These discrepancies were assessed
on the basis of median values.

FIGURE 3.14: SEM micrograph of a top view of an exemplary fabri-
cated structure. In the middle, there is a hybrid InP/Si waveguide
structure with an InP grating outcoupler on the right and a cleaved
edge on the left. This arrangement allows for studying optical proper-
ties od the structure from the 3 different spots (middle, cleaved edge,

and the outcoupler) [22].
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FIGURE 3.15: SEM images of InP circu-
lar Bragg grating forming an outcou-

pler [22].

Figure 3.15 presents SEM micrographs of an
InP outcoupler made up of InP rings posi-
tioned on a planar silicon section, specifi-
cally featuring half of a circular Bragg grating
(CBG). The lower micrograph offers a closer,
detailed view of the CBG outcoupler. Alter-
natively, a similar configuration having higher
outcoupling efficiency could be fabricated en-
tirely in silicon, necessitating an extra e-beam
lithography process. The CBG grating design
features 5 periods, with each ring having a
width of 0.7 µm and a grating period of 1.2 µm.
Their fabrication in the InP layer is a compro-
mise. It allows for skipping the e-beam lithog-
raphy step, which otherwise makes the fabri-
cation process complicated.

FIGURE 3.16: A linear taper of
the InP waveguide on top of the

silicon waveguide [22].

The InP taper geometry was restricted to 25 µm in
length, having a finite tip width of 250 nm. A larger
taper length exceeding 25 µm is not needed because,
in the simulation, there can be seen the saturation of
light transmission to Si [189]). As seen on the SEM
micrograph unveiling the taper (Fig. 3.16), its edges
are smooth, indicating that the dry etching step is
well optimized.

3.2.1 Optical characterization

To optically characterize the fabricated devices, the experimental setups described in
Sec. 1.7.1 and Sec. 1.7.2 were used. As seen in Fig. 3.13 on the right, the waveguides
were prepared in a way (skewed pattern) that after cleaving of the chip, there would
be a high probability that at least some of the Si waveguides end at the cleaved
edge, giving access to the outcoupled light field after its passing through the waveg-
uide. The linear density of the waveguides is about 20 devices per 1 mm. The wafer
quarter visible in Fig. 5.11 was cleaved into multiple chips, and approximately 100
individual devices were checked. There were multiple criteria for a suitable device
selected for further experimental studies, i.e.:
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• The InP waveguide should have exactly one QD along its volume - this would
allow to exclude spectral overlap of a signal from multiple QDs. Since the
growth mode of the QDs resulted in their low surface density (with an average
430 nm dot-to-dot separation), a more common situation was that there was no
QD in an InP waveguide.

• Operation in the C-band - for the applications described in the Chapt. 1, the
operation near 1550 nm is desired to hold the compatibility with the low-loss
silica fiber transmission window.

• Bright emission - the intensity of the signal in terms of photon counts per sec-
ond has to be high enough since after the generation of photons in a QD, they
have to be transferred through multiple components: from InP WG to Si WG
and then outcoupled (through grating outcoupler or from the edge) and pro-
cessed in e.g. HBT setup.

As a result, about 4% of the devices have shown the required criteria and were se-
lected for further experiments.

3.2.1.1 Normal configuration

FIGURE 3.17: µPL spectra from
the investigated InAs/InP QD
embedded in a InP waveguide
of 2.95 µm width at 5K. X - Ex-
citon, XX - biexciton, X− - neg-
ative trion. Spectra for different
excitation power range from 3.5

to 70 µW [22].

Figure 3.17 presents the result of the microphotolu-
minescence experiment performed as a function of
excitation power at a temperature of 5 K for one
of the selected devices. In this case, the µPL ex-
periment configuration employs the same excita-
tion and detection path, aligned parallel to the WG
surface (normal direction). The width of the InP
WG for this device is 2.95 µm, and the width of
the Si waveguide is 4.85 µm. The spectrum was
recorded at various excitation power densities (satu-
ration power PS = 7µW) along the straight section of
the hybrid WG, revealing inhomogeneously broad-
ened emission lines within the 1530-1553 nm range.
The linewidth (taken as FWHM of a Gaussian fit) of
the 1537 nm emission line marked as an exciton is
measured to be (197 ± 40) µeV, which is narrower
than the 340 µeV linewidth observed in similar QDs
from an unprocessed sample [194]. This linewidth
improvement may be attributed to reduced charge
fluctuations near the QD, which influence spectral
diffusion, as lower excitation power densities are applied in the structured system.
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Additionally, no QD blinking was detected. Based on previous studies of InAs/InP
QDs [46, 71, 195] and analysis of the intensity dependence of the emission lines, these
spectral features are assigned to recombination processes involving neutral exciton
(X), biexciton (XX), and negatively-charged exciton (X-) complexes confined within
a single InAs QD embedded in the InP WG. In particular, apart from the described
lines, the µPL response did not exhibit any additional spectral lines in the C-band
when the excitation spot was scanned along the WG, indicating the absence of other
optically active QDs that emit within the targeted spectral range of the device.

3.2.1.2 Orthogonal configuration

FIGURE 3.18: This orthogonal con-
figuration with 3 microscope objec-
tives is described in more details in

Sect. 1.11 [22].

To demonstrate photon coupling from the QD
to the SOI platform, we compared QD spectra
obtained using the standard µPL excitation-
detection configuration (as described in the
previous section) with spectra recorded using
two new experimental configurations, where
the excitation and detection paths are spatially
separated. In both new configurations, exci-
tation is performed perpendicular to the InP
waveguide (normal direction). At the same
time, detection is carried out either via the outcoupler or the cleaved facet of the
chip, as illustrated in Fig. 3.18. The new setup configuration uses an additional mi-
croscope objective in a detection path to collect photons from the outcoupler in the
perpendicular direction and the cleaved facet of the Si waveguide in the in-plane di-
rection of the chip (the so-called perpendicular configuration described in Sec. 1.7.2)

FIGURE 3.19: µPL collected
using three different collection

paths [22].

The emission from the QD was gathered using three
different setup configurations (keeping the excita-
tion through normal direction). As can be seen in
Fig. 3.19, all registered spectral patterns exhibit qual-
itative consistency in terms of the spectral position of
emission lines and their broadening. For the detec-
tion path at the CBG outcoupler, QD-emitted pho-
tons must travel approximately 80 µm, spanning the
distance between the InP WG and the CBG, before
being scattered and collected by the objective, prov-
ing qualitatively on-chip coupling of the light field
between photonic components.
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FIGURE 3.20: Comparison of experi-
mental results from the three collection

spots with FDTD simulations [22].

Figure 3.20 presents a qualitative comparison
of the µPL intensity collected from the grating
outcoupler, directly at the QD location, and
from the Si WG cleaved facet (in-plane direc-
tion). The data were taken from the PL peak
intensity displayed in Fig. 3.19 and plotted at
the background of photon extraction efficiency
estimated from the numerical simulation with
the FDTD framework. Both the qualitative and
quantitative agreement can be seen, with the
highest collection efficiency from the cleaved
facet, which is a direct proof of efficient coupling of QD emission to the Si WG. In
contrast, in case of scattered light from the InP taper end, the collection from the
cleaved facet would be strongly suppressed (FDTD simulations show 5̃% [22]).

3.2.1.3 Single-photon measurements

Both extraction efficiency and single-photon emission purity measurements require
a detector capable of sensing single photons, i.e. counts per second generated by
every incoming photon. The former experiment was performed using pulsed exci-
tation, while the latter was performed using continuous-wave excitation.

Extraction efficiency

A different waveguide was selected for single-photon emission purity measurement
and extraction efficiency evaluation. The resultant spectra can be seen in Fig. 3.21 (a).
The spectral lines from QD emission are similar to those previously identified for an-
other waveguide and presented in Fig. 3.17. Identification of the emitted complexes
was based on the power series seen in Fig. 3.22 and the information on charged-
exciton and biexciton binding energy expected for InAs/InP QDs.
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(a) Continuous wave excitation of a QD in an InP
WG with a 660 nm laser.

(b) Pulsed excitation of a QD in an InP WG with a
805 nm laser.

FIGURE 3.21: Non-resonant micro-photoluminescence experiment
with identified excitonic complexes (X, X+, XX) measured with a
monochromator and a CCD camera - (a), and fiber coupled and dis-
persed on a tunable filter and detected by an SNSPD detector - (b).
The grey area in (b) depicts the background photon noise contribu-
tion (500 counts/s). The detected count rates for the lines X, X+,
XX amount roughly to 1000, 1400, and 1500 counts/s, respectively
(without background contribution). Both spectra are collected from a

cleaved facet of the Si waveguide [22].

The measured extraction efficiency can be lower than the value calculated using
numerical methods due to several technological factors, i.e.:

• misalignment of the QD relative to the InP WG axis - due to the non-
deterministic nature of the fabrication process - the position of a QD can be
off center, which leads to reduced coupling of QD emission into propagating
modes of the waveguide [189].

• misalignment of the InP WG relative to the Si WG - it leads to the reduced on-
chip coupling between these WGs, albeit as seen from the SEM micrograph in
Fig. 3.14, the positioning uncertainty is estimated to be below 100 nm.

• structural irregularities along both the InP and Si waveguide sections, impre-
cise taper shaping near the tapered tip, or edge roughness from cleaving the
sample - it leads to lower photon collection efficiency from the cleaved facet
(simulations predicted 89%).

• non-radiative recombination within the QD - it decreases the internal quantum
efficiency [196–198].

As a consequence of varying carrier kinetics for different exciton complexes, we
have obtained linear scaling factors of the emission intensity from an exciton and
a positively charged exciton (I ∝ P1) and superlinear (near quadratic) for XX, as
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expected [72, 73]. In Fig. 3.22, there are presented power-dependent microphotolu-
minescence experiments taking into account QD emission lines shown in Fig. 3.21.

FIGURE 3.22: Log-log plot of µPL intensity versus excitation power
for the lines presented in Fig. 3.21. The symbols are experimental data
points, while the solid(dashed) line shows linear(quadratic) fit to the

data [22].

As described in Sec. 5.11, to calculate extraction efficiency in pair with the mea-
sured spectra under pulsed excitation, there is a need to include losses in the optical
setup. Table 3.2 shows the efficiencies of the optical components used and the esti-
mated total setup efficiency. These efficiencies of the elements were obtained using
a power meter and a tunable continuous-wave laser source (Toptica DLC Pro) set
to 1540 nm to match the exciton transition. The total setup efficiency is a product
of the elements’ efficiency, and its uncertainty was calculated using the uncertainty
propagation method.

Multimode - single-mode coupling

As revealed by the FDTD simulations [189], the hybrid InP/Si WG is unavoidably
multimode. In our experimental setups, the source of the highest losses is light field
coupling between the multimode Si WG on-chip and a single-mode fiber outside
of a cryostat. As described in the fabrication section, multiple devices were fabri-
cated. Still, the highest probability of finding a QD in an InP waveguide was for the
largest InP waveguides (width of 2.95 µm). This corresponds to the increase of the
Si waveguide size (width of 4.85 µm), which for this size operates as a multimode.
In the detection path, standard SMF-28 single-mode fiber was used.

The multimode(MM) - single-mode(SM) coupling was determined experimen-
tally. The coupling efficiency was estimated by coupling the continuous-wave laser
of a 1540 nm photon wavelength into the Si WG on a chip. The light transmitted
from the waveguide edge was first guided into a multimode optical fiber, with the
intensity measured using an InGaAs CCD camera, establishing a baseline reference.
Next, a SM fiber replaced the MM fiber, and the intensity measurement was re-
peated. The coupling efficiency was determined by comparing the photon counts
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from these measurements to the reference counts. Using the reference as a bench-
mark of 100%, the coupling efficiency with the SM fiber was estimated to be 1%. It
is important to note that this is a rather upper boundary since coupling to the MM
fiber was assumed to be 100% efficient.

TABLE 3.2: List of components used to measure extraction efficiency.
In the second column, the efficiency of a component with measured
concentricity is shown. Two last rows are the values of the calculated

extraction efficiency [22].

Element Efficiency

Cryostat window 90(2)%
Microscope objective 40(3)%
MM/SM Coupling 1.0(1)%

Fibers and fiber connectors 61(10)%
Monochromator 60(5)%

SNSPD 87(3)%

Total setup efficiency 0.115(26)%
Extraction efficiency (one direction) 5.1(11)%

Extraction efficiency (both) 10.2(21)%

Single-photon purity

As a last experiment for this sample, the second-order auto-correlation measure-
ments using the Hanbury-Brown and Twiss setup were performed. For more de-
tails on the experimental setup and autocorrelation measurement, see Sec. 1.5.5.1,
1.7.1, and 4.1.2.1. The QD emission was collected from the cleaved facet of the de-
vice, with continuous-wave laser excitation applied from the top to the QD loca-
tion. The neutral exciton emission was selected from the measurements shown in
Fig. 5.11. The autocorrelation measurement conditions optimized for the signal-to-
background ratio enabled recording of histogram counts, which undoubtedly dis-
play the antibunching minimum presented in Fig. 3.24.

Moreover, there was not observed any bunching at time delays near the anti-
bunching minimum, suggesting a low likelihood of QD re-excitation caused by re-
capture processes of carriers trapped in nearby charge traps that may occur immedi-
ately following recombination of an excitation in a QD [199, 200]. The measured rise
time of 590 ± 120 ps indicates a relatively high effective pump rate (laser excitation
power) [71] and aligns with previous findings for these QDs [194]. The influence of
background emission on count rates can be accounted for using the formula [201]:

g
(2)
corrected(0) =

CN(τ)− (1 − ρ2)

ρ2 (3.1)
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where ρ = S
S+B in which S and B represent the signal and background count

rates, respectively. The CN(τ) represents the observed coincidence count normalized
to the theoretical coincidence count expected from a Poissonian source of equivalent
intensity. For the exciton line presented in Fig. 3.21, the ρ value is 0.75.

Figure 3.23 presents a contour plot originating from the analysis of equation 3.1.
The white dashed line denotes the boundary region, where the g

(2)
corrected(0) = 0. This

line gives the upper uncertainty value for g
(2)
corrected(0), which implies that to increase

the accuracy of the estimation of the single-photon purity, the signal-to-noise ratio
has to be increased.

FIGURE 3.23: A contour plot generated using Eq. 3.1, with measured,
corrected second-order correlation function, and signal-to-noise ratio.

Published in ref. [22].

The background counts at a level of 0.5 kHz (visible in Fig. 3.21) are the primary
source of the multiphoton events, and Fig. 3.24 has this background subtracted. This
leads to the value of g(2)(0) = 0.02, which reflects the high purity of sphotons propa-
gation on-chip. Without this background subtraction, the fitting procedure yields the
value of g

(2)
f it (0) = 0.17(12), also proving the single-photon emission of the source.
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FIGURE 3.24: Auto-correlation histogram of the natural exciton emis-
sion from the QD, measured under CW excitation from the cleaved
edge of the device. The saturation power is 7 µW. The solid red line
represents a fit to the experimental data. From this histogram, there
was subtracted background emission with energy matching that of

the observed transition [22].

3.2.2 Conclusions

In this chapter, fabrication steps for direct heterogeneous integration and optical
characterization of InAs/InP-QD-based single-photon emitters coupled with the
SOI chip were outlined, which is a highly relevant technological advancement for
quantum photonic integrated chips. The presented direct bonding method allowed
for wafer-scale integration and is not limited to the SOI platform.

The direct bonding process supported by lithography steps allowed one to suc-
cessfully define essential building blocks of a quantum photonic integrated chip,
namely a single photon emitter inside the InP waveguide placed on the Si waveg-
uide, allowing for photon transfer between a QD and the SOI chip interior, and the
photons outcoupling. Within the presented approach over the 70% of the chip area
was successfully directly bonded giving high yield of this process. The out-coupling
interface, responsible for photon exchange between a chip and its external environ-
ment, comprises half of a circular Circular Brag Grating. Such a specified quantum
device was optically evaluated to establish some critical parameters, including pho-
ton emission wavelength, the on-chip directional photon coupling, and the photons
outcoupling off the chip.

The optical properties of the device were determined using microphotolumines-
cence experiments at the cryogenic temperature, where the QD emission efficiency
was the highest. The standard setup has been upgraded, allowing for evaluation
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of the device parameters by examining photons transmitted through the chip inte-
rior. In this way, the QD-confined electronic states have been identified as either
neutrally charged exciton, biexciton or charged-exciton, providing single photons to
the chip within the telecom C-band spectral range. The background-corrected single
photon generation purity was determined to be 98%. Finally, the on-chip directional
coupling of photons from the QD to the Si chip was estimated to be roughly 5.1%.

The fabrication methodology presented in this chapter can be applied to other
materials utilized in photonics, such as silicon nitride and lithium niobate, enabling
scalable technology. The device fabrication yield can be increased by localizing the
QDs prior to the definition of the InP waveguide [101], and their fabrication can be
carried out around the localized QD. It gives additional advantages, enabling precise
shaping of the QD environment to boost the QD emission properties.
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Chapter 4

Heterogeneous III-V integration on

fiber with micro-transfer printing

This chapter presents a technological advancement of fiber-integrated quantum dot-
cavity systems operating in the telecom C-band. The sample fabrication section de-
scribes a micro-transfer printing technique which was applied to the deterministic
integration of InAs/InP quantum dots coupled to a photonic crystal cavity of H1
type with a standard telecom single-mode fiber. Such a device was optically charac-
terized at cryogenic temperatures. It shows stable single-photon emission examined
through a standard telecom fiber and the all-fiber setup located at a distant node.
Therefore, this demonstrates the capability of such a device to be used in the quan-
tum communication between distant nodes of the silica fiber network. This work
aligns with the motivation of developing QKD systems by demonstrating more ap-
plied quantum technology.

4.1 Sample fabrication

The InAs/InP quantum dot structure used for this study was grown by a met-
alorganic vapor-phase epitaxy (MOVPE) [45, 194] in the Stranski-Krastanov growth
mode. The growth details are presented in Chapter 3. The growth process involves
depositing a 500 nm InP buffer layer, a 200 nm In0.53Ga0.47As sacrificial layer, and
a 244 nm InP layer on a (001)-oriented InP substrate at 610 ◦C. Subsequently, the
0.93-monolayer-thick InAs was deposited, leading to the formation of high-density
QDs. The 244 nm-thick InP capped the dots. Next, a 500 nm-thick SiO2 release layer
was deposited by PECVD, followed by a 120 nm Al layer deposition using an e-
beam evaporator. These layers serve two purposes: separating the device from the
source wafer after etching and facilitating 2D imaging through the transparent SiO2

at 1.55 µm [101]. The wafer with the Al on top was then spin-coated with BCB and
bonded after flip chip to a Si wafer under vacuum and high force (2 kN) at 250 ◦C.
The InP substrate and In0.53Ga0.47As layer were subsequently removed using HCl
and (10 %)H2SO4:H2O2, respectively [46]. A 96 nm-thick SiN layer was deposited
on the InP membrane, acting as an electron-beam lithography mask and a stress
management layer by inducing tensile stress.
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FIGURE 4.1: Integration process of a single 2D photonic microstruc-
ture into a cleaved single-mode fiber. a)-b) Scanning electron micro-
scope (SEM) images of an H1 2D PhCC before the membranization
process. c) Schematic depiction of the cross-section of the fabricated
device. d) A fiber core before the micro-transfer process of the cavity.
e) Coupon with the cavity on the PDMS stamp during the transfer
procedure. f) The cavity structure after transferring on the fiber core.

A series of H1 point defect 2D PhC cavities were patterned using electron beam
lithography. The cavities varied by the hole radii (80 nm, 100 nm, 120 nm) and lattice
constants (335 nm to 435 nm in 10 nm steps). After dry etching of InP with HBr using
inductively coupled plasma reactive ion etching, the structure was membranized by
removing the underlying SiO2 release layer in a BHF wet etching process. Represen-
tative SEM images of the fabricated PhC cavities before membranization are shown
in Fig. 4.1.

After the sample was membranized, a copy of the chip was characterized experi-
mentally at DTU. The chip was placed in a setup allowing wide-band IR illumination
with polarized light from SLED. The light reflected off a cavity was filtered by the
polarization analyzer in an orthogonal configuration and measured using an optical
spectral analyzer (OSA) (this technique is also known as resonance scattering). This
setup allowed for the observation of the fano-resonance and an evaluation of the
mode central wavelength with the cavity parameters. The results are demonstrated
in Fig. 4.2. This information was crucial because only selected nanobeams with the
mode spectral position near 1560 nm at room temperature were transferred by µTP
to the fiber tip.
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FIGURE 4.2: Measured fano-resonance for 2D photonic crystal cavi-
ties with a different lattice period. The resonance is visible, allowing
for determining the fundamental cavity mode as a function of a lat-
tice period. After a linear fit of the data, the equation is as follows:

resonant wavelength = 3.71(6)*period (in nm) + 66(24) nm.

4.1.1 Micro-transfer printing parameters

For µTP picking, the parameters were experimentally tested within the following
ranges: overdrive distance of 100–170 µm, acceleration of 0.4–0.7, overdrive speed
of 20–32 µm

s , and pre-pickup time from 1 to 4 seconds. The optimal parameters for
the presented structures were the following: an overdrive distance of 140 µm, ac-
celeration of 0.7, an overdrive speed of 32 µm

s , and a pre-pickup time of 4 seconds.
Excessive overdrive speed was observed to displace the coupon excessively (occa-
sionally causing interference patterns to vanish and the coupon to darken - indicat-
ing contact with a substrate). Longer pre-pickup time appeared to allow sufficient
adhesion time for the stamp. Furthermore, it was checked that the processes’ yields
increased if they moved from the critical speed, where for the highest acceleration
0.8 µm

s2 and the slow print speed Y the yield was the highest.

4.1.2 Optical characterization

Initially, the device was examined under relatively high excitation power. Figure 4.3
a) displays room temperature QD ensemble emission and a cavity mode at 1573.4
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nm. The spectral response was measured in the microphotoluminescence setup for
one of a device. Figure 4.4 shows the spectral response of another device. It presents
a group of sharp, inhomogeneously broadened lines identified as emission from sin-
gle QDs. In addition, a sharp spectral feature below 1475 nm is observed (more
pronounced at lower excitation power) attributed to the higher-order cavity mode
emission. The temperature series shown in Fig. 4.3 a) demonstrates the QD emission
shifted to shorter wavelengths mainly due to temperature-driven bandgap changes.
The visible cavity mode blueshift of 1̃3 nm is related to temperature-induced changes
in the refractive index in the cavity material [202]. In addition, the mode quality fac-
tor increases with the drop in temperature from 620 to 750.
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FIGURE 4.3: Photolumenscence spectra of the investigated devices. a)
Temperature evolution of PL spectra for one of a device. Temperature
ranges from 15 K to 300 K. The continuous-wave excitation power
amounts to 500 µW (see also Sect. 1.7.3 for the more information about
the experimental setup). b) PL spectrum from another device regis-
tered at 15 K and low excitation power (in the range of hundreds of
nW). c) Spectra of the same device as in panel b) measured with the
SNSPD detector and the all-fibre tunable spectral filter for higher res-
olution d) a second fabricated device with the transition on cavity
mode with linewidth more than two times narrower than that of the

cavity mode.



92 Chapter 4. Heterogeneous III-V integration on fiber with micro-transfer printing

1350 1400 1450 1500 1550 1600 1650

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

In
te

n
s
it
y
 (

a
rb

. 
u

.)

Wavelength (nm)

FIGURE 4.4: Emission spectrum of a fiber-integrated device with vis-
ible, prominent cavity mode at over 1600 nm and small intensity

modes at lower wavelengths.

In the Fig. 4.3 b) there is a zoomed-in spectrum collected at 15 K along with high-
lighted telecom bands for standard optical fibers. To observe single QD-like tran-
sitions in the telecom C-Band, the average laser power before the cryocooler fiber
feedthrough was reduced to 146 nW (in Fig. 4.3 b) the cavity mode is not visible due
to much lower excitation power). The spectrum with focus on C-band was mea-
sured with the fiber-coupled setup equipped with an SNSPD detector and is shown
in Fig. 4.3 c) and reveals a high density of quantum dots emitting numerous ex-
citonic transitions overlapping with the strong background emission, which could
also couple nonresonantly into the cavity’s fundamental mode [203]. For compari-
son, in Fig. 4.3 d) there is presented a spectrum of a different device with a Purcell-
enhanced QD transition on a cavity mode and its power series is shown in Fig. 4.5.
The argument for the Purcell-enhanced emission is that this device exhibits a signif-
icantly narrower linewidth than the cavity mode, measured under higher excitation
power than the device in Fig. 4.3 c) and additionally, it can be seen that it is composed
of at least two Gaussians. Albeit its signal-to-noise ratio is lower than compared to
the line highlighted in Fig. 4.3 c).
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FIGURE 4.5: Excitation power dependence of the PL spectra of a high
density InAs/InP QDs in a 2D H1 photonic crystal cavity. Detection
was done on the monochromator at the excitation was the 660 nm cw

laser.

4.1.2.1 Time-resolved measurements

The QD emission line at 1532 nm has been selected for time-resolved photolumines-
cence measurement. The line is displayed in 4.3 c). The selection criteria for the
autocorrelation measurement was the relatively high intensity of the line compared
to other lines visible in the registered PL spectrum, spectral location in the vicin-
ity of the C-band, and a good signal-to-noise ratio, meaning a small contribution
of the background emission to the registered photon counts. Interestingly, the cho-
sen QD emission line aligns with the erbium(III) ion transition 4I13/2 −→ 4I15/2 [204,
205]. As typical for atomic systems, the erbium ion transition is expected to have a
very long lifetime. Therefore, it can be considered the memory element for a pho-
ton state, which is important for storing quantum information. This transition has
garnered significant interest due to its alignment with the telecom C-band and the
silica-based fiber-optic communication systems. The line in Fig. 4.3 d) was unsuit-
able for single-photon emission analysis due to high background noise interfering
with multiphoton events. A fabrication of a device with a lower density of QDs is
expected to address this issue, enabling pure single-photon Purcell-enhanced emis-
sion from individual QDs. Non-resonant pulsed excitation was used to assess the
lifetime of the 1532 nm QD line. The resultant time trace is presented in Fig. 4.6 b),
exhibiting biexponential decay with fast and slow components, having a decay time
of 0.9 ns and 6.6 ns, respectively. Considering typical InAs/InP QD ensemble life-
times of around 2 ns [101, 194, 206], the short lifetime could be attributed to the QD
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transition coupling with a higher-order cavity mode with a weak Purcell factor of
approximately 2.

The purity of single-photon emission was evaluated in the HBT setup, using the
same excitation scheme as for time-resolved photoluminescence. To mitigate the
influence of the long-lifetime emission component, potentially originating from un-
correlated background emission [203], the HBT experiment was conducted with a
laser repetition rate reduced to 40 MHz to prevent overlapping correlation peaks.
The emission line was isolated using an all-fiber-based spectral filter, with the spec-
tral range indicated by the pink area in Fig. 4.3 c). The collected histogram data were
fitted using a periodic exponential decay function described in [207].

g
(2)
f it (τ) = Cbg + g(2)(0)e

−|τ|
τd + α ∑

n ̸=0
e
−|τ±nT|

τd (4.1)

Figure 4.6 shows the measured histogram of coincidences with subtracted back-
ground contribution Cbg. The resulting data were fitted with a function where am-
plitude α is for pulses outside zero delay and a time constant decay of 2.2 ns. The
fitted value of g

(2)
f it (0) was determined to be 0.27(12). This measurement was per-

formed near saturation power, enabling earlier observation of the g(2)(0) minimum
due to the significant background emission. However, while the fitted g

(2)
f it (0) value

is relatively high, an excitation power reduction is expected to decrease g
(2)
f it (0) [208].

Since g
(2)
f it (0) does not vanish for pure single-photon emission, the background con-

tribution to single-photon purity can be quantified using the following formula:

g
(2)
corrected(0) =

CN(τ)− (1 − ρ2)

ρ2 (4.2)

using the signal-to-background ratio, ρ = (S)/(S + B) of 0.7 where S and B rep-
resent the signal and background count rates, respectively [201], and with CN(τ)

representing the normalized number of measured coincidences, the corrected value
of g

(2)
corrected(0) = 0.14(14) can be determined. This corrected value accounts for the

absence of background contributions.
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FIGURE 4.6: Time-resolved experiments a) Second-order autocorre-
lation measurement with pulsed (triggered) optical excitation of 146
nW and 40 MHz repetition rate with background subtracted. The dip
at zero delay time confirms that the emitter is a single photon emit-
ter. The blue curve represents experimental data and red lines corre-
spond to fitting curves showing g

(2)
f it (0) = 0.27(12). b) Decay profile

of the quantum emitter emission within the same spectral window
as for autocorrelation measurement. The decay curve is fitted using
the double exponential function to estimate the decay constants - fast

0.90(9) ns and slow 6.6(4) ns.

The stability and operational readiness of a fiber-coupled QD source are essential for
practical applications. Since the micro-transfer printed membrane is sub-micrometer
in thickness and the whole device has 4 layers of different chemical adhesive, it could
be highly susceptible to any mechanical and thermal stress shifting the membrane
in respect to the fiber core. The stability of the device was assessed by monitoring
the single-photon flux for over 40 hours. As shown in Fig. 4.7 a), the normalized
intensity plot of the single-photon count rate reveals long-term fluctuations, poten-
tially attributed to cryocooler thermal fluctuations or background variations due to
the exposed fiber link in an open environment.

FIGURE 4.7: Evaluation of the device’s long-term performance a) Plot
of the normalized single-photon count rate of the device. Measured in
the same configuration for which autocorrelation measurement was
performed. b) Plot of a histogram of the normalized intensity show-
ing the distribution of the signal intensity with a standard deviation
value σ = 0.13. The calculated signal fluctuation without a long time-

scale component is reduced to σ = 0.09.
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4.1.3 Conclusions

This chapter presents the design, fabrication, and optical characterization of a trig-
gered, fiber-coupled QD-based single-photon source operating in the third telecom
window. The source utilizes high-density InAs/InP quantum dots. To enhance pho-
ton coupling to standard single-mode fiber, an H1 point defect 2D photonic crystal
cavity was used in combination with a metallic back reflector and a SiO2 spacer
layer. The device integration was achieved through a high-yield (near all of the cav-
ities were successfully transferred to the fiber) and accurate micro-transfer printing
technique. The device, when operated between two distant laboratories connected
by commercial single-mode fiber, exhibited stable long-term coupled QD emission
and reliable performance over multiple cooling cycles, demonstrating its robustness
for practical applications. Single-photon emission characteristics reflect g

(2)
f it (0) val-

ues of 0.27(12) and a background-corrected value of g
(2)
corrected(0) = 0.14(14), proving

antibunching in the generated stream of photons.
Moreover, the SiO2 release layer and underlying metallic mirror used before

transfer printing offer the potential for deterministic integration of single QDs in
the photonic structure employing 2D microPL imaging [101]. This would enable the
precise design of the cavity on a pre-selected QD to maximize coupling with the
fundamental mode. However, it requires reduced QD density to provide successful
preselection as well as to minimize background emission contributions, enhancing
single-photon purity [209] . Furthermore, quasi-resonant excitation schemes can re-
duce background emission and improve single-photon purity [210]. Additionally,
improved surface quality can enhance light coupling efficiency to the fiber [211].
Micro-transfer printing allows for real-time feedback during alignment and by ob-
serving the fundamental mode of the cavity through the fiber, the alignment process
can be dynamically adjusted to maximize coupling efficiency.

This device successfully maintains single-photon generation functionality de-
spite the complexities of advanced processing. The presented design has effectively
overcome challenges related to precise alignment, mode mismatch, and mechanical
stress during fiber coupling. This robust integration framework is not limited to
single-photon sources, finding applications in other fields. These include quantum
key distribution, quantum metrology, and photon-based simulations, necessitating
precise fiber alignment. Furthermore, it applies to lab-on-fiber sensing [212, 213],
highly sensitive refractive index and temperature measurements [214, 215], and Ra-
man scattering detection [216], all of which require stable operation and precise fiber
coupling.
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Chapter 5

Micro-transfer printing on SOI,

SiN, InP, and metal contacts

5.1 Micro-transfer printing on SOI platform

This section focuses on the design, fabrication, and characterization of a 1D PhCC
with InAs/InP QDs, called an InP nanobeam cavity. As the introduction outlines,
such structures are of significant interest for their potential applications in integrated
photonic circuits and quantum technologies. The initial sections detail the sample
design, source (InP nanobeams) and target structure (SOI chip with Si WGs and out-
couplers). Subsequently, the micro-transfer printing process is presented, ensuring
relatively high yield, determinism, and precision, enabling seamless integration of
III-V materials with silicon photonics.

The section further explores the experimental characterization of the fabricated
devices, conducted at both room and cryogenic temperatures. These studies demon-
strate light coupling from the nanobeam cavity to the SOI chip and the external
outcoupler, validating the design and fabrication process. Additionally, the abil-
ity to tune the QD transition to the cavity by adjusting the structure’s temperature
is presented. Finally, the last section discusses the optical properties of the cavity,
highlighting the Purcell enhancement achieved for QD transitions.

5.1.1 Sample fabrication

Chip design

The nanobeams were designed to have 1 µm width and 15 µm length. The period-
ically etched holes along the nanobeam form a 1D PhCC. The exemplary structure
is shown in Fig. 5.1. A series of 1D PhCC has been fabricated with the period var-
ied from 300 nm to 380 nm in a step of 10 nm, and the gap ranged from 800 nm to
900 nm in a step of 20 nm. The radius was set to either 80 nm or 100 nm. The mask
designs (generated by a python script file using the Python gdspy library) assumed
that the circles’ radius would increase by 12.5 nm during fabrication (over-etch of the
mask during InP dry etching, measurements performed in Chapt. 5.4). The mask de-
sign is visible in Fig. 5.2. Initially, the mask design included resist tethers - a grey
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FIGURE 5.1: SEM of one of the fabricated nanobeams with high-
lighted varied design parameters: hole diameter, cavity gap, and pe-

riod.

layer above the white layer in the mask structure - to support the membranization
and transfer of a whole 50x50 µm2 coupon. However, during the fabrication pro-
cess, it was discovered that small InP tethers close to the nanobeam geometry were
sufficient to ensure stability and precise pick-up and placement. This rendered the
additional resist tether layer unnecessary, simplifying the fabrication steps without
compromising any parameter.

(a) Area of 18x18 unique waveguide patterns with
varing parameters.

(b) Detailed mask design for an individual InP
nanobeam device.

FIGURE 5.2: Large (a) and detailed (b) view of mask design. The
elements in (b) are described in Fig. 5.3.

Source substrate

Similarly to the previous chips, fabrication of the source (structure and substrate)
started by deposition of 500 nm of the InP buffer layer on the InP wafer by MOVPE.
Then, the sacrificial layer of 100 nm InGaAs was deposited, followed by 125 nm of
the InP top layer and 0.93 monolayer of InAs to form QDs in the Stranski-Krastanov
growth mode. Subsequently, the QDs were annealed (485◦C) and covered by 125 nm
of the InP cap layer. Afterwards, the 1000 nm of SiO2 was deposited by PECVD and
120 nm of Al by the e-beam evaporator. This wafer was bonded with the Si wafer
using adhesion bonding with BCB. The adhesion promoter was spun on the Si and
InP wafer for 60 s at 2000 rpm and baked for 1 minute at 160◦C on a hotplate. Si
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was coated with BCB at a spincoater for 60 s at 2000 rpm and baked for 10 minutes
at 90◦C to evaporate the solvent from BCB. The wafers were bonded at 250◦C and
6 atmospheres of pressure at the wafer bonder. Residual BCB was later ashed with
plasma asher with CF4 plasma. InP substrate was removed in an HCl bath for about
70 minutes, and the InGaAs sacrificial layer with H2SO4 and H2O2. A hard mask for
e-beam lithography was deposited using PECVD with a deposition of 95 nm of SiN
(checked with ellipsometry).

The wafer was coated with 180 nm CSAR resist and exposed using an e-beam
with two doses (low - for large parts of patterns not requiring precision, and high -
for parts necessitating high resolution). Later, the chip was developed and inspected
using optical microscopy. The transfer of the pattern from CSAR to InP was done
using two steps; firstly, the pattern was transferred to the SiN hard mask in ICP
dry etch (120 s, etch rate - 55 nm

min ) and secondly, InP was etched in HBr chemistry at
180◦C. (140 s, etch rate 140 − nm

min ). After the etching, the chip requires immediate
submersion in DI since HBr residues continue to etch InP in the atmosphere. At
this step, 2D imaging and localization of the QDs could be performed on the sample
if required. After the dry etching, the sample was ready for membranization. The
buffered hydrofluoric acid batch was used where the chip was submerged for 180 s.
Subsequently, it was rinsed in DI and dried with nitrogen gas, and the chip was
optically inspected. The SEM of the fabricated structure before the membranization
is visible in Fig. 5.3. The large outer opening in InP was defined using a high current
in the e-beam lithography step and letters and the area close to a nanobeam with
the low current to achieve high precision. The four tethers holding the nanobeam
during the membranization are also visible. Numbers on the left and right describe
the parameters of the 1D PhCC, its width, period, cavity tape, and inside the gap.



100 Chapter 5. Micro-transfer printing on SOI, SiN, InP, and metal contacts

FIGURE 5.3: SEM image of an InP nanobeam with integrated InAs
QDs in 1D PhCC. The nanobeam features tapered ends for increased
coupling, and it is supported by tethers for stability during the mem-
branization. The structure is positioned within a 50×50 µm coupon.

Target substrate

The target substrate was an SOI chip (220 nm of Si, 2 µm of BOX) with 500 nm wide
waveguides and outcouplers visible in Fig. 5.4. The chip was coated with diluted
(divinylsiloxane) BCB in a ratio of 1:5, and the chip was baked for 10 minutes at
160◦C. To achieve a nanometer-range thickness of the BCB layer, it was spun at
5000 rpm for 60 s and baked for 10 minutes at 90◦C. This process of spin coating
BCB increases surface flatness and thus increases the van der Waals forces holding
the InP nanobeam to the chip. Compared to the source substrate discussed in the
previous chapters, there is no Al mirror on the target substrate.
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FIGURE 5.4: Optical microscope image of SOI chip with Si waveg-
uides and outcouplers, before transfer of the InP nanobeams.

Micro-transfer printing

The chip was bonded to a 6-inch wafer using a crystalbonder for micro-transfer
printing. For transfer, a 50x50 µm2 stamp was used and the transfer parameters
were: pick acceleration - 0.7 µm

s2 , pre-pick duration - 4s, overdrive distance in the
range of 150 − 170 µm, overdrive speed - 30 µm

s . The precision of the transfer was
checked with an optical microscope. One of the nanobeams transferred to a device
is presented in Fig. 5.5, where the 500 nm-wide Si waveguide is visible on which a
1 µm-wide InP nanobeam containing InAs QDs and 1D PhCC is placed. The trans-
fer yield was near unity. For that discussed chip, 23 out of 24 nanobeams (1 failed to
pick up a nanobeam) were successfully printed with micro-transfer.
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FIGURE 5.5: Microscope image of the InP nanobeam with InAs QD
integrated with SOI using µTP.

FIGURE 5.6: Phase diagram for DVS-bis-BCB after [217].

After the transfer, the BCB
was cured with a 40-minute
mild bake on a hotplate set
to 110◦C. The short time and
relatively low temperature
were set to avoid movement
of the micro-transferred
structures. Longer times
and higher temperatures
may result in better ad-
hesion due to the phase
transition of BCB to the
glass state, as seen in the
diagram on the right.

5.1.2 Optical spectroscopy

5.1.2.1 Room temperature microphotoluminescence

Firstly, for the optical characterization of one of the source structure shown in Fig. 5.2
was performed at room temperature with the microphotoluminescence experiment.
The laser spot was focused at the center of the nanobeam, and the signal was re-
solved on a monochromator with an InGaAs camera detector. The exemplary emis-
sion spectrum of one of the structures excited with hundreds of µeV is shown in
Fig. 5.7. Wide emission from the QDs ensemble can be identified, spanning the range
of 1400 nm to 1600 nm. The cavity mode is clearly visible. A fit with the Gaussian
function to the cavity mode yields an FWHM of 2.4 nm and a central wavelength
of 1566.6 nm. Therefore, the Q factor for this cavity is established to 653 at room
temperature.
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FIGURE 5.7: Room temperature emission spectrum of an InP-based
nanobeam PhCC device with InAs QDs. A prominent peak around

1550 nm comes from a well-confined photonic mode of the cavity.

Similar studies, as described above, have been conducted on many nanbeam
cavities considering the period- and gap-parameter space. The results of the µPL
experiment are visualized in Fig. 5.8. It is shown that by varying the gap and pe-
riod of the structure, the central wavelength can be precisely linearly tuned across
tens of nanometers. The tuning coefficients are 1.93 ± 0.40 nm shift of the central
wavelength per nm change of the period, and 1.01 ± 0.12 nm shift of the central
wavelength per nm change of the gap. The region between 1563 nm and 1566 nm is
highlighted by drawing two horizontal lines because there is an expected blueshift
of a cavity mode of around 13-16 nm when cooling the sample down from 300 K to
5 K. The change in the refractive index of materials drives the blueshift. Including
this shift ensures that cavities characterized at room temperature operating around
1565 nm would have a mode at 1550 nm at 5 K; including this shift is also important
when designing a cavity for a preselected QD with a known wavelength of the most
intense transition.
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FIGURE 5.8: Experimental data of mode wavelength plot versus cav-
ity gap for photonic structures grouped by different periodicity with
color (ranging from 310 nm to 350 nm), showing the dependence of
resonant wavelength on gap size for each period. This analysis aids in
the design of photonic structures for precise cavity mode wavelength

control.

FIGURE 5.9: InP nanobeam placed near the outcoupler for
a simultaneous excitation and detection through the same

microscope objective.

Figure 5.5 presents the InP
nanobeam transferred to the
center of a structure. This
part of the Si waveguide has
width 500 nm. This configu-
ration requires separation of
the excitation and detection
paths because of the long
distance (250 µm) from a
center (InP nanobeam) to an
outcoupler. For the experi-
ments with one microscope
objective, the InP nanobeam
was transferred to a close
vicinity of the outcoupler to
excite it with a laser at a
nanobeam spot and collect the emission from the outcoupler.

5.1.2.2 2D Imaging

For the next experiment, the detection path of the experimental setup was guided
into the imaging part of the setup on the 2D InGaAs camera detector. The struc-
ture with three transferred nanobeams near the outcouplers is visible on the left in
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Fig. 5.10. The structure was illuminated with white light and the signal was collected
using a 10x microscope objective. On the right in Fig. 5.10 the entire visible area was
uniformly illuminated in the wide-field setup arrangement with a 660 nm laser. The
collected signal was filtered on the detection path with a 1500 nm long-pass filter
and a 1550 ± 25 nm bandpass filter. This allowed for filtering out the laser light, InP
and wetting layer emission, and part of the QD ensemble emission. The collected
image by the 2D InGaAs camera detector after background subtraction is presented
on the right in Fig. 5.10. With this intensity scale, the black regions correspond to the
QD ensemble emission from the whole InP nanobeam, including the cavity mode, so
the emission must be filtered out from the image to recognize outcoupled light. No-
tably, the signal from the outcoupler is visible for these three outcouplers where the
nanobeam is placed near the outcoupler, which is a clear confirmation of the light
transfer from the InP nanobeam by the Si waveguide to the outcoupling system for
free space propagation.

FIGURE 5.10: On the left is the structure view under white light il-
lumination and 10x objective and on the right is the wide-field illu-
mination with a 660 nm laser and detection also on the 2D InGaAs

camera.

FIGURE 5.11: Three InP nanobeams with visible cavity
mode emission in the middle.

Additionally, using rela-
tively low laser power (tens
of µW), an optical bandpass
filter of 1550 ± 15 nm, and a
50x magnification objective
for 2D imaging, one can
confirm the optical field
distribution confined to
the optical cavity (visible
in the middle of the InP
nanobeam).
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In case of the InP nanobeam demonstrated on the far right in Fig. 5.9, a more detailed
investigation was performed. To observe this emission transferred to Si and outcou-
pled towards the microscope objective, we used the 50x magnification microscope
objective and additional spatial filtering in the confocal configuration with the me-
chanical aperture. The integration time was increased to 10 s, and the 1550 ± 25 nm
bandpass filter was exchanged for the 1550 ± 15 nm one. The collected signal is visi-
ble in Fig. 5.12 (a); the fine pattern of electromagnetic interferences and scattering on
the outcoupler leading to vertical outcoupling of the signal can be seen. This exper-
imental result was imposed on the view of the structure from the microscope image
and presented in Fig. 5.12 (b). This emission pattern matches the expected behaviour
of such gratings (FDTD simulation of a grating is shown in Fig. 1.7), pointing to the
maximum intensity in which the core of the single mode fibre could be applied for
maximum coupling.

(a) Spatial distribution of the infrared
light field from an outcoupler.

(b) Image (a) imposed on microscope image of a
device.

FIGURE 5.12: Highly-magnified optical microscope images of the
outcoupler under the contionus-wave excitation of an InP nanobeam

operated at room temperature.

5.1.2.3 Microphotoluminescence experiment at cryogenic temperatures

This section presents the experimental results of the µPL measurements performed
at cryogenic temperature (5 K). The examined structure corresponds to the one trans-
ferred to the SOI chip. The µPL spectrum is displayed in Fig. 5.13 (a). PL emission
was collected with a 20x magnification microscope objective. The laser spot was fo-
cused at the center of the cavity. It resulted in observing multiple sharp transition
lines originating from the excitonic recombination in multiple QDs. In addition, a
pronounced cavity mode is visible at ∼1557 nm . Regarding the emission lines on
top of the cavity mode, their higher intensity is likely due to Purcell enhancement
(see Sec. 1.5.6.1). To measure the lifetime of these transitions, the pulsed excita-
tion was used with the 80 MHz repetition rate at the pulse central wavelength of
805 nm, and the collected photons were guided to the SNSPD. The photolumines-
cence decay traces are displayed in Fig. 5.13 (b). The decay curves were fitted with a
parametrized exponential function y(τ) = y0 + Ae

− τ
τ1 . In this view, we can compare
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the lifetimes of the emission lines out of the cavity mode, having τ in the range of
1.0 ns - 1.5 ns, and for the cavity-coupled emission, which is ∼0.51 ns (at 5 K, line on
the cavity). The result clearly indicates Purcell enhancement with a Purcell factor of
about 2.5.

(a) µPL spectrum at 5 K. (b) Time-resolved µPL traces measured for the
emission lines with indicated emission wave-
length.

FIGURE 5.13: Low-temperature emission properties for the similar
structure as presented in Fig. 5.9. (a) The µPL spectrum after exci-
tation and detection at the center of an InP cavity. Sharp emission
lines are superimposed with a relatively broad cavity mode. (b) Time-
resolved µPL. The decay traces are measured for emission lines pre-
sented in (a). The emission wavelength indicates selected emission

lines.
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FIGURE 5.14: Temperature-driven tuning of the QD emis-
sion lines and the cavity mode. The cavity mode was fixed
at the "zero" position, while some QD transitions shift over
the cavity mode with temperature, showing an increase
in the line intensity when hitting the cavity resonance.
The structure was excited non-resonantly by a continuous-
wave laser at 787 nm. The grey lines are a guide to the eye,

indicating the path of emission lines are following.

The spectral QD-cavity
coupling can be tuned by
driving temperature of the
chip. Figure 5.14 presents
recorded µPL spectra at the
chip temperature ranging
from 10 K to 65 K. For
clarity, the cavity mode was
shifted to a "zero" position,
a reference for QD spectral
shift. Grey lines were added
to guide the eye in tracking
individual transition peaks.
As seen, for the tempera-
ture of 40 K, the QD line
matches its energy with a
cavity mode, indicated by
its intensity enhancement.

These low-temperature experiments were performed with the excitation and the col-
lection from a center of a PhCC. There was an effort to collect the emission from the
outcoupler while exciting an InP nanobeam with a laser while using the same mi-
croscope objective - all in cryogenic temperatures in the cryostat. These attempts
allowed only observing a cavity mode from an outcoupler with lower intensity (-
10 dB). Notably, these experiments at cryogenic temperatures (7 cooling cycles to
this chip) did not damage the device. This could happen due to stress induced by
different thermal expansion coefficients of the material used.

5.1.3 Conclusions

In this section, the design of a 1D photonic crystal cavity in InP was presented. The
fabrication steps and the developed micro-transfer printing procedure allowed the
precise transfer of InP nanobeams to the SOI chip with the high yield were described.
Characterization of the device at room and cryogenic temperatures allowed to prove
light transfer from a nanobeam to the Si chip and the outcoupler. The fundamental
cavity mode of the designed 1D PhCCs fit the desired 1550 nm spectral window,
and the cavity tuning parameters were determined regarding the gap and period
of the cavity structure. The Purcell enhancement of QD emission was achieved at
roughly 2.5.
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5.2 Micro-transfer printing on SiN waveguides

The SiN platform is an alternative to Si for building a photonic integrated circuit. A
general overview of different platforms used for PICs was given in Sect. 1.6.1.1. This
chapter describes the heterogeneous integration of InAs/InP quantum dots with SiN
waveguides using top- and side-integration approaches.

5.2.1 Sample fabrication and heterogeneous fabrication

FIGURE 5.15: Microscope image of a chip
with SiN waveguides spanning through the
whole chip width (tapered towards the
edges), enabling edge light coupling and de-

tection.

Sec. 5.1.1 has already discussed the InP
nanobeam fabrication process. Such a
nanobeam is now integrated with the
SiN platform. The target SiN chip is
demonstrated in Fig. 5.15. The chip con-
tains 11 waveguides of 2 µm width and
spreads along the entire chip. In the
scope of this work, the role of integrated
resonators (visible circle-like structures
in Fig. 5.15) is omitted, and the focus
is put on the waveguides. The SiN
waveguides are tapered near the edges
and polished from both sides to facili-
tate efficient edge optical field coupling
to the single-mode fibre. In contrast to
the SOI chip in Chapt. 5, there was no
BCB spin-coated on top, and the InP
nanobeams were micro-transferred di-
rectly both on top of a SiN waveguide
and on its side (see Sec. 5.22). This
chip was also used to develop an autom-
atized high-throughput process for the
µTP, described in more detail in Sec. 5.5.
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FIGURE 5.16: SEM micrograph of a micro-transfer printed 1 µm-wide
InP nanobeam with an InAs/InP QDs. The nanobeam has an etched
asymmetrical 1D Photonic crystal cavity to enhance directional cou-

pling into the bottom, 2 µm-wide SiN waveguide.

FIGURE 5.17: An exemplary SEM micrograph showing the accuracy
of placing the manually transferred InP nanobeam. On the bottom
right panel, with red lines, the edges of a SiN waveguide are high-
lighted, and with blue lines, the edges of the InP nanobeam are un-
derlined. The dashed lines indicate the center position of the InP
nanobeam and SiN waveguide. The shift between the central lines
is estimated to be 130 nm. For more details on the accuracy of µTP,

see Sect. 5.4.
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5.2.1.1 Optical characterization

The optical characterization demonstrated in this section was performed with a stan-
dard µPL setup at room temperature. Figure 5.18 presents a µPL spectrum from an
InP nanobeam printed on top of a SiN waveguide. The optical response is domi-
nated by ensemble emission of InAs/InP QDs. In addition, a high-intensity spectral
one is observed at 1567 nm, which is attributed to the cavity mode emission. For this
cavity, the quality factor was estimated to 532.
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FIGURE 5.18: Room-temperature µPL spectrum measured at the cen-
ter of the InP nanobeam cavity with visible broadband QDs emission

and a cavity mode at 1575 nm.

One of the objectives of this thesis was to determine the shift of the fundamental
cavity mode if the InP nanobeam were placed on top of the SiN WG compared to
the cavity mode in membranized structure (suspended in air). In Fig. 5.19, a stack
of µPL spectra for various nanobeam cavities is presented, varying the etched hole
radius (80, 95, 100 nm), the gap size (from 390 to 450 nm), and the grating period
(from 320 to 350 nm).
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FIGURE 5.19: Spectra obtained from various InP cavities, showcasing
distinct cavity mode positions.

Similarly as in Fig. 5.8 in Fig. 5.20 it can be seen that by varying the gap, radius, and
period of the structure, the central wavelength can be precisely tuned across tens of
nanometers.

FIGURE 5.20: Measured fundamental cavity mode spectral position
as a function of the gap size of the cavity, for different PhC periods

and hole radius.

Refractive index of the medium surrounding the cavity has a significant impact on
the cavity mode. Air typically has a refractive index of around 1, while SiN has
a higher refractive index (typically around 2). When the cavity is transferred to
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SiN, the local refractive index around the cavity changes, which alters the resonance
condition for the cavity modes. Figure 5.21 presents an evolution of the fundamental
cavity modes’ wavelength for InP nanobeams with indicated grating parameters
after transferring the nanobeam to the SiN WG. A nearly 23 nm redshift of a cavity
mode for the heterogeneously integrated system with SiN and a redshift of the cavity
mode with an increasing gap value for almost all parameter values can be observed.
This parameters of this shift are important for preliminary characterization of the
devices in InP membranes which could be deterministically transferred to the SiN.

FIGURE 5.21: Compared the measured cavity mode spectral position
for an InP nanobeam placed on top of a SiN waveguide and mem-
branized (suspended in air) InP nanobeam. The trends were fit with
a quadratic formula, and the black line shows the fit difference be-

tween both tested systems.

5.2.1.2 Docking of a nanobeam to SiN waveguide by µTP

Despite achieving a high µTP integration accuracy of an InP nanobeam with the SiN
waveguide demonstrated through statistical analysis in Sec. 5.4, the coupling effi-
ciency between the nanobeam and the waveguide can still be affected by slight mis-
alignment. The aforementioned positioning with printing on top of the waveguide
depends on visual inspection by an operator, and the optical microscope diffraction
limit ultimately constrains further advancements in transfer printing precision. In
this section, an integration method of precise in-plane docking of an InP nanobeam
directly to the SiN waveguide by µTP is demonstrated, which overcomes the limita-
tions of visual alignment and, as presented in the literature, provides a precise and
reliable approach for integrating waveguide-based light sources into PICs, ensuring
exceptional parameters in micro-transfer printing [218].

In this context, the micro-transfer printing process involves rough alignment of
the InP nanobeam in close proximity to a SiN waveguide sitting on the sample’s
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plane, and moving it carefully to a desired position sticking to the side of a 50x50
µm2 stamp. During this process, the nanobeam was moved around 30 µm through
the chip. To avoid undesired accumulation of particles at the InP/SiN interface,
the soft structure of PDMS, which prevents damage, is typically used. When the InP
nanobeam sticks to the SiN waveguide and the process is over, the stamp is removed
carefully. The coupled WG system is demonstrated in Fig. 5.22 (c).

FIGURE 5.22: Top images of an InP nanobeam with InAs/InP QDs
and asymmetric PhCC docked to SiN waveguide with µTP. (a) Op-
tical microscope image. (b) SEM image. (c) Close-up on a SiN/InP

interface.

Notably, the side-docking technique allows for a high-quality interface between
the InP and SiN WGs. It thus suggests maximizing the coupling efficiency since,
as seen in Fig. 5.22 c), the gap is not clearly visible under the SEM microscope
(in a similar approach, the unidirectional coupling can reach 64% coupling effi-
ciency [218]). Comparing this method to standard micro-transfer printing and
placing the nanobeam on top of the SiN waveguide, the side-docking approach has
the advantage of high placement precision. In the standard approach, the nanobeam
is typically off-axis of the substrate waveguide.

5.2.2 Conclusions and outlook

This section presents the heterogeneous integration of InP nanobeam with InAs/InP
QDs with a SiN waveguide. This integration was a basis for developing the precise
automatized micro-transfer printing process presented in the next section. 5.4. To the
author’s knowledge, this is the first demonstration of an InP nanobeam with InAs
QDs integration with SiN waveguides using micro-transfer printing, both for top
and side integration. The accuracy of the integration method was assessed, as well
as the role of the substrate in the cavity mode’s spectral position. Side docking al-
lowed for the proof-of-principle demonstration of the integration of the mentioned
materials, which allowed for more precise and direct contact between source and
substrate materials. This method of micro-transfer printing also does not need any
alignment marks or ultrafine actuators and high magnification for increased preci-
sion. While this transfer-printing misalignment can be consistently minimized to
within tens of nanometers, or even nearly eliminated, while maintaining uniformity
across each transfer printing process, the prospects for automatized processes are
limited as for transfer from the top, as characterized in the next chapter.
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5.3 Micro-transfer printing on metal contacts

In all previous experiments, modifications to the QD environment were achieved
through laser field power, temperature, and a modified photonic environment, while
laser energy detunings for near-resonant or resonant excitations were not explored
in this work.

In this section, applying an electric field via metal contacts which offers the ad-
vantage of deterministic control over the QD environment is discussed. By using
separate contacts for each device, electrical connection allows for multiple individu-
ally tuned QDs on chip, where other external perturbations typically do not provide
this flexibility. The electric field applied along the growth direction can shift the
energy levels of the QD via the quantum confined Stark effect [219–221], allowing
control over its optical and electronic properties. This tuning is particularly useful in
aligning the QD emission wavelength with a cavity mode or a second emitter (a QD,
an atom) to optimize (typically maximize) their interaction and wavefunction over-
lap. If natural band alignment, doping, and defect levels cause charge accumulation,
the contacts can be used for charge state control by preventing or enhancing electron
or hole capture rates [103]. If there are multiple QDs in device, it can be used for
inter-quantum dot coupling by bending the energy levels [222]. Furthermore, this
research is driven by the fact that even for the NV centers, where in principle every
emitter has very similar properties, there has to be some tuning of an emitter (e.g.
electrical) to achieve high indistinguishability between multiple emitters, which is
called remote indistinguishability. Additionally, when the two states of the exciton
have the same energy level (degeneracy), the resulting two photons emitted from the
biexciton exciton cascade (typically different wavelengths of emission due to biexci-
ton binding energy (see 1.5.4) will have their polarization state perfectly correlated
(maximally entangled state). However, this ideal scenario is usually not achieved
in QDs due to slight energy differences between these states due to electron-hole
exchange interactions (fine structure splitting - FSS) caused by imperfections in the
quantum dot’s confining potential [223]. In this context, the excitonic FSS can be
reduced by applying a forward bias voltage to a Schottky diode [224] enabling the
generation of the on-chip entangled photon pairs.

5.3.1 Sample fabrication

5.3.2 Si chip with metal contacts

The fabrication of metal contacts started with the deposition of 500 nm of SiO2 on a
Si wafer to provide an insulating layer. Then, the pattern presented in Fig. 5.23 was
exposed via the optical lithography process.
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FIGURE 5.23: Mask for a sample with metal contacts, with dimen-
sions in micrometres. The zoomed-in view of the structure’s center
is shown on the right, highlighting a gap of 4 µm between the two

contacts.

After the development, the wafer was covered by 110 nm of Au and 5 nm of Ti using
the e-beam evaporator. During the mask development, the contacts with only the
Au layer were additionally fabricated but yielded worse results in electrical charac-
terization (none of the characterized devices with only Au layer for contacts showed
clear I-V dependence). The wafer was submerged in an acetone bath in the ultra-
sonic cleaner and left for 20 minutes to perform a lift-off of the resist. After this time,
the sample was divided into multiple chips and bonded with a crystal bonder to
a 6" wafer. One of the whole chips is presented in Fig. 5.24 a). Some over-stripped
fragments are visible on the contacts, resulting from a non-optimized lift-off process.

(a) One of the fabricated chips with
metal contacts.

(b) Nanobeam printed on metal contacts

FIGURE 5.24: Optical microscope images of the a) fabricated chip
with metal contacts and b) micro-transferred InP nanobeam with

InAs/InP contacts.
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Semiconductor-metal bonding

Micro-transfer printing was done with the same procedure as in Chapters 5. Trans-
ferred InP nanobeams were prepared based on either low-density or high-density
QDs. After transfer printing, the chips were loaded into a wafer bonder for 5 min-
utes at 300 °C and 6 atmospheres of pressure to increase the bonding of InP to Ti. The
yield of this procedure was 30%, where 70% of the nanobeams were also bonded
but changed position after bonding. Before bonding, the structures were held by
weak van der Waals forces. After the bonding, the adhesion was tested mechan-
ically, where their position remained constant during the spin coating of a resist
(high centrifugal forces), indicating good adhesion and suitability for potential fur-
ther processing.

5.3.3 SEM characterization

The contact interface was characterized using SEM. Example images are presented
in Fig. 5.25. The edge of the metal layer, where it contacts the semiconductor, ap-
pears relatively sharp, with a clear boundary. A well-defined metal-semiconductor
interface is critical for minimizing defect states that could trap charge carriers and
increase contact resistance. It is also seen that there is a significant surface texture
on the metal layer, with a granular appearance. This roughness could impact the
contact quality by increasing the surface area, which might affect the electrical char-
acteristics, such as contact resistance or interface quality.

(a) (b)

FIGURE 5.25: SEM images of a metal-semiconductor contact.
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5.3.4 Electrical characterization

FIGURE 5.26: I-V curve of the fabricated de-
vice characterized in the DTU cleanroom.

One of the samples (nanobeam on con-
tacts) was electrically characterized at
the DTU cleanroom using a probe sta-
tion (with the help of dr. K. Połczyńska),
where two probes were connected to the
chip. The created junction shows Schot-
tky Diode curve characteristics with a
threshold voltage of 2 V. Apparent asym-
metry of the I-V curve shows rectifying
behavior with the positive bias leading
to a sharp increase in current compared
to the negative bias. Multiple samples
fabricated in the same manner showed
similar characteristics. There was no
current flow during the measurement for the contacts without nanobeam in the mid-
dle. The I-V measurement gave information that the metal-semiconductor-metal
junction had been formed.

5.3.5 Optical characterization

In Wroclaw, a custom probe station was built and added to the standard micropho-
toluminescence setup to allow the study of photoluminescence as a function of the
applied voltage to the sample. Figure 5.27 shows the best I-V characteristics with
the current flow in the range of µA, much larger than for other samples. This exper-
iment used a precise Keysight (b2901b) measuring unit. The applied voltage was in
the range of -6 V to +6 V (no current flow for voltages in the range of -6.0 V to 1.0 V
for this sample), and the measured current was in the range from -1 µA to 30 µA.
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FIGURE 5.27: I-V characteristics of a device with the InP nanobeam
on metal contacts, characterized at WUST.
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Similarly to samples in previous chapters, these devices were characterized using
micro-photoluminescence at room temperature. The result for a sample with a high
density of QDs is shown in Fig. 5.28. This optical characterization confirmed that the
emission from the QDs was not quenched after processing.
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FIGURE 5.28: Microphotoluminescence spectra of high-density
InAs/InP QDs on metal contacts without applied voltage to the con-

tacts.

5.3.6 Conclusions and outlook

This chapter presented a fabrication process leading to a device consisting of InP
nanobeam with InAs/InP QDs integrated with lateral metal contacts. Importantly,
to the author’s knowledge, there is no report of micro-transfer printing directly on
the metal contact. Usually, the devices are fabricated with top and bottom contacts
and then transferred [225, 226]. The latter approach is more mature and limits the
density of available components by including macroscopic bonding wires. The ap-
proach presented here allows for conducting traces on a wafer, increasing scalability
and paving the way for more complex chip architecture fabrication. Current flow
of about 30 µA and no degradation to the photoluminescence makes this fabrication
workflow an attractive approach for deterministically micro-transferred and elec-
trically contacted devices. Since this approach was proven to be working, the next
studies could focus on several aspects:

• Reduction of the device size - the large dimensions of a mask for one device of
7.0x0.9 mm2 was introduced for easier characterization using a probe station.
The size of pads and tapered region can be reduced to about 100x100 µm2 or
smaller footprint, enabling high component density.

• Fabrication of the p-n junction - the source InP wafer was already doped for a
n- and p-type conductivity, with and intrinsic region in between (QD layer). In-
stead of two contacts at the bottom of a nanobeam, two additional fabrication
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steps would allow to fabricate one of the contacts on the top of the structure
which would allow to create p-n junction and for studies of electrolumines-
cence.
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5.4 Accuracy of µTP

In order to determine the accuracy of the µTP, a set of samples was fabricated. Since
the estimation of the accuracy of InP nanobeam placement was well below the reso-
lution of the optical microscopy, it imposed the use of SEM for the measurements of
the nanobeams’ positions. Additionally, to increase the precision of measurement,
the InP waveguides were chosen as a platform due to reduced charging in SEM
measurements and thus, increased resolution. In Fig. 5.29, there is an exemplary InP
nanobeam with an asymmetric cavity transferred on top of the InP waveguide with
a designed width of 1.0 µm. The design of this structure follows the approach used
to fabricate printed nanolasers on silicon [227], which experimentally achieves high
coupling efficiency, but the discussion in this thesis is limited to the accuracy of the
µTP.

FIGURE 5.29: An exemplary SEM micrograph of 1 µm-wide InP
nanobeam micro-transfer printed on top of InP waveguide with high
precision. On the right is a closeup of the section where there is visi-

ble slight misalignment between these two waveguides.

The side view of one of the structures is presented in Fig. 5.30. It can be clearly seen
that the nanobeam is precisely positioned on top of a waveguide gap beneath it.

FIGURE 5.30: Side SEM view of the InP nanobeam with InAs/InP
QDs transferred to the InP waveguide with a slot gap.

SEM pictures were taken in similar conditions to calculate the accuracy of µTP after
transferring 14 InP nanobeams. This matrix of SEM images is shown in Fig. 5.31.
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FIGURE 5.31: 12 out of 14 SEMs were used to determine the accuracy
of the µTP.

In the ImageJ software, the Sobel edge detector was used to find edges and highlight
sharp changes in intensity in the SEMs. The resulting images are shown in 5.32.

FIGURE 5.32: Images from Fig. 5.31 with edges detected using Sobels
edge detector.

Next, using the OriginLab software, all the images were centered so that the left and
right edges would lie on the same axis. The experimental data points of the edges
are visible in Fig 5.33 (red diamonds).
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FIGURE 5.33: Distributions of the positions of the elements derived
from the SEM image analysis. The micro-transfer printing process
does not influence the far-left and far-right distributions and thus
value gives the information of this calculation method accuracy. Mid-
dle distributions determined by the micro-transfer printing process

give information about its precision and accuracy.

These edges’ positions were fitted with a Gaussian function, and their 1 standard
deviation is put next to the distribution. From this graph, the number of conclusions
can be derived:

• Since outer edges positions are defined by mask design and fabrication pro-
cesses: The left and right edges at -1375 nm and 1375 nm are unaffected by the
µTP and rely solely on mask design and fabrication. This approach demon-
strates that verifying fabricated structure dimensions (e.g., using SEM for edge
detection and centering) achieves an uncertainty (1σ) below 10 nm.

• In the mask distance between these edges was defined as 2700 nm and it is
measured to be 2750 nm. It means that over-etch in this process (defined with
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a relatively high current in an e-beam) is about 50 nm. This parameter is im-
portant for the mask design.

• As seen from the two middle distributions, the uncertainty for the µTP
nanobeam placement is below 70 nm (65 nm and 68 nm). Which is comparable
to the custom-made µTP setups [228].

• Similarly, as for the edges, the width of nanobeams has changed and the over-
etch parameter is 12.5 nm per side (nanobeam width of 1000 nm in design vs
measured 975 nm). Decreased over-etch is expected since the nanobeam was
etched with a relatively low current (for higher precision).

In Tab. 5.1, calculated precision and accuracy levels are presented based on data
in Fig. 5.33. The precision gives information about the clustering (consistency) of
placed nanobeams, while accuracy is about correctness (proximity to the true value)
- the nanobeam, on average, is shifted 18 nm from the center to the right (in the
presented planar view). The y-axis and angular precision were not studied method-
ologically since the y-position has a lower influence on the coupling efficiency than
the x-position, and the angular twist of nanobeams is not easily detectable.

Threshold Precision Accuracy

Top 10% < 10 nm 18(1) nm
1 σ < 70 nm 18(9) nm
3 σ < 200 nm 18(27) nm

TABLE 5.1: Precision and accuracy levels for different statistical
thresholds: top 10%, 1 σ, and 3 σ.

5.5 High-throughput µTP

One of the biggest advantages of µTP over classical pick-and-place methods using,
e.g. FIB, is that µTP can be highly automated and the transfer can happen auto-
matically. The last part of the results is devoted to achieving the automatic transfer
printing process.

As seen in the mask file in Fig. 5.2 a), the source nanobeams are fabricated in a
regular quadratic grid with a spacing of 125 µm in the x- and 125 µm in the y-axes.
This equal spacing allowed for an easy definition of a grid for an automatic transfer
over which the stamp should automatically position itself.
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FIGURE 5.34: Process of the automatic transfer without any user in-
put with a cycle time of 40 s. In the picture, there are visible two

stages on which there are mounted source and target chips.

For the target, SiN waveguides were chosen from Chapt. 5.2 and the printing process
was defined to be done along its length with 80 µm spacing. As seen in Fig. 5.35

FIGURE 5.35: InP nanobeams automatically transferred to the SiN
waveguides. There is no visible misalignment under the optical mi-

croscope.

The one cycle of a device transfer was optimized to be 40 s, so the fabrication
throughput is about 90 devices per hour. The yield of the transfer, defined as the
ratio of transferred devices to the number of devices, was over 90% for a sample of
over 100 transferred nanobeams.
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Chapter 6

Summary and conclusions

Direct bonding and micro-transfer printing have been shown to be effective, robust,
and flexible techniques for heterogeneous integration of semiconductor materials,
especially of InP 1D PhCC with InAs/InP quantum dots with SOI, SiN platforms
or metal-contacts. In the introductory chapters, the motivation behind the devel-
opment and characterization of the structures for processing and transmission of a
quantum state for quantum information technologies was outlined. Multiple fab-
rication and experimental techniques were presented, paired with the analysis that
allowed deriving a number of characteristics and parameters of the fabricated de-
vices.

Main findings

The main findings of the thesis can be outlined as follows:

• Direct bonding is a viable technique for the scalable integration of InAs/InP
QD with the SOI platform, allowing for the highly integrated quantum pho-
tonic chips. Characterized selected devices provided the information on the
excitonic complexes (trions, excitons, and biexcitons) and the on-chip direc-
tional coupling efficiency at the level of 5.1%. This emission from the devices
was measured using custom built experimental setups allowing for the mea-
surements from the chip edge and from the circular Bragg grating while ex-
citing the QD inside a InP waveguide through second microscope objective,
proving that it is viable approach to study qPIC in cryogenic temperatures
Autocorrelation measurements allowed for the determination of the single-
photon purity which was a the level of 98% (background corrected) which is a
requirement for the efficient on-chip operations on single photons.

• There was presented the design and fabrication steps necessary to fabricate
all-fiber plug-and-play triggered single-photon source emitting in the telecom
C-Band. This source was optically characterized and maintained its single-
photon purity at the level of 73% monitored for 42 hours in a alignment-free
setup. Used closed-cycle cryocooler and transmission between two laboratory
nodes through the open-field is prospective for more real-world applications.
To the Author knowledge, this device is the first demonstration of all-fiber
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plug-and-play single-photon source based on QDs emitting in the telecom C-
band.

• The developed protocol for micro-transfer printing allowed for an accurate
(< 70 nm) and precise (18(9) nm) deterministic transfer of the individual InP
nanobeams with InAs/InP QDs inside 1D photonic crystal cavities to various
material platforms such as SOI, SiN, single-mode fibers, InP, and metal con-
tacts. Not only with top-down integration but also from a side allowing for a
direct docking to the host waveguide.

• µTP integration of InP nanobeams with the SOI platform with Si waveguides
and grating outcouplers allowed for the demonstration coupling of light to
the PIC chip. This deterministic transfer allows for a preselection of a suitable
device and its integration with PIC not only limited to the QD single-photon
sources but also for e.g., nanolasers, especially paired with the proven possibil-
ity to form electrical contact after transferring the device onto a metal contacts.

These main findings support that the research presented in this thesis features direct
bonding and, especially, micro-transfer printing as a universal integration technique
for the development of quantum photonic integrated circuits.
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