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Abstract
Semiconductor nanotechnology is a rapidly growing branch of science and industry, benefiting
from the unique properties of structures with reduced dimensionality, like quantum dots (QDs).
These have a discrete energy spectrum and properties similar to atoms, which are essential for
creating non-classical light sources, emitting nearly on-demand single photons or entangled pho-
ton pairs. Such light sources are crucial for photon-based quantum information processing (QIP),
specifically for quantum communication protocols that rely on quantummechanics principles, pro-
viding highly secure optical data transfer, meeting the demands of the modern information society.

In the telecom industry, silica fiber networks are crucial for providing a transfer medium for
optical signals distributed between network nodes. To operate at a single photon level, it is nec-
essary to overcome optical losses in fiber so that photon-encoded quantum information can be
transmitted over long distances with minimal data transfer errors. Since silica fibers have the
lowest transmission losses at 3rd telecommunication window (∼1.46-1.62µm), it is beneficial to
provide QD-based non-classical light sources operating at this spectral window.

Self-assembled InAs QDs epitaxially grown on InP substrates are among the most promising
candidates for such quantum emitters. However, a significant drawback of the currently avail-
able nanostructures operating at 3rd telecom window is the absence of high-performance photonic
devices that could be fabricated deterministically. First, the low photon extraction efficiency, typi-
cally <1%, limits the QD-based device performance. Secondly, the self-assembly process seriously
deteriorates the device fabrication yield since the QD nucleation site is probabilistic. The thesis
aims to address these problems and proposes solutions that pave the way for fabricating bright
and scalable photonic devices with InAs/InP QDs that can potentially meet industry standards.

The thesis first elaborates on various fabricated and optically examined InAs/InP QD systems,
focusing on their potential for QIP schemes. Second, novel hybrid heterostructures with InAs/InP
QDs on the silicon platform are developed and presented. These structures are fabricated within
the flip-chip technique and provide an enhanced photon extraction efficiency due to the presence
of a metallic mirror. The QD brightness is sufficient for imaging their emission, thus providing
information on their spatial position. The final part focuses on the establishment of a deterministic
approach by employing photoluminescence imaging, exemplified by the fabrication of circular
Bragg grating cavities at the QD nucleation sites. The state-of-the-art quantum emission properties
in the 3rd telecommunication window are reached, facilitating the light-matter interaction. The
reported research has enabled:

1. obtaining InAs/InP QDs with good optical quality and low surface density,
2. maximizing the efficiency of emission extraction,
3. introducing determinism into the QD-based technologies at 3rd telecom window.

The scientific findings were published in international peer-reviewed journals, with a focus on:
• Low density quantum dot ensembles as candidates for single-photon sources at 3rd telecom

window: P. HOLEWA et al., Physical Review B, 101, 19 (2020), P. HOLEWA et al., Physical
Review Applied, 14, 6 (2020), P. HOLEWA et al., Nanophotonics, 11, 8 (2022),

• Quantum dot-based heterostructure with bright single-photon sources: P. HOLEWA et al.,
ACS Photonics, 9, 7 (2022).

Additionally, one preprint complements the thesis:
• Optical localization of quantum dots, deterministic fabrication of nanocavities, and QD-

cavity coupling: P. HOLEWA et al., Scalable quantum photonic devices emitting indistinguish-
able photons in the telecom C-band, arXiv:2304.02515 (2023).

All articles are summarized in the introduction to the thesis, and full texts are included. Supple-
mental material is provided if relevant.

https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevApplied.14.064054
https://doi.org/10.1103/PhysRevApplied.14.064054
https://doi.org/10.1515/nanoph-2021-0482
https://doi.org/10.1021/acsphotonics.2c00027
https://arxiv.org/pdf/2304.02515
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Streszczenie
Nanotechnologia półprzewodnikowa jest szybko rozwijającą się gałęzią nauki i przemysłu, korzys-
tającą z unikalnych właściwości struktur o zmniejszonej wymiarowości, takich jak kropki kwan-
towe. Mają one dyskretnewidmo energetyczne i właściwości podobne do atomów, co jest niezbędne
do stworzenia nieklasycznych źródeł światła, emitujących pojedyncze fotony na żądanie lub pary
splątanych fotonów. Takie źródła światła są kluczowe dla kwantowego przetwarzania informa-
cji opartego na fotonach, a konkretnie dla protokołów komunikacji kwantowej, które bazując na
zasadach mechaniki kwantowej, zapewniają wysoce bezpieczny optyczny transfer danych, spełni-
ający wymagania nowoczesnego społeczeństwa informacyjnego.

Sieci światłowodowe z krzemionki są kluczowe dla zapewnienia medium transmisyjnego dla
sygnałów optycznych dystrybuowanych pomiędzywęzłami sieci w przemyśle telekomunikacyjnym.
Pokonanie strat optycznychw światłowodzie jest konieczne do działania na poziomie pojedynczego
fotonu, tak aby informacja kwantowa zakodowanaw fotoniemogła być przesyłana na duże odległości
przyminimalnych błędach transferu danych. Ponieważ światłowody krzemionkowemają najniższe
straty transmisyjne w zakresie trzeciego okna telekomunikacyjnego (∼1.46-1.62µm), korzystne
jest dostarczenie nieklasycznych źródeł światła bazujących na kropkach kwantowych, działających
w tym zakresie spektralnym.

Samorosnące kropki z InAs wzrastane epitaksjalnie na podłożu InP są jednymi z najbardziej
obiecujących kandydatów na takie emitery kwantowe. Jednakże istotną wadą obecnie dostępnych
nanostruktur działających w zakresie trzeciego okna telekomunikacyjnego jest brak wysokowyda-
jnych urządzeń fotonicznych, które mogłyby być wytwarzane w sposób deterministyczny. Po pier-
wsze, niska wydajność ekstrakcji fotonów, typowo <1%, ogranicza wydajność takich urządzeń.
Po drugie, proces samoorganizacji kropek poważnie pogarsza wydajność fabrykacji, skoro miejsce
nukleacji kropki jest probabilistyczne. Niniejsza praca doktorska ma na celu rozwiązanie tych
problemów i zaproponowanie rozwiązań, które wyznaczą drogę do produkcji jasnych i skalowal-
nych urządzeń fotonicznych opartych o kropki InAs/InP, które mogą spełniać standardy prze-
mysłowe.

W pierwszej kolejności opisane zostały różne wytworzone i zbadane optycznie struktury z
kropkami InAs/InP, ze szczególnym uwzględnieniem ich potencjału dla schematów kwantowego
przetwarzania informacji. Następnie, opracowano i wykonano nowe hybrydowe heterostruktury
z kropkami InAs/InP na platformie krzemowej. Struktury te są wytwarzane w technice flip-chip
i zapewniają zwiększoną wydajność ekstrakcji fotonów dzięki obecności metalicznego lustra. Jas-
ność kropek jest wystarczająca do obrazowania ich emisji, dostarczając informacji o ich położe-
niu przestrzennym. W ostatniej części skupiono się na zaprezentowaniu deterministycznego wyt-
warzania nanostruktur dzięki wykorzystaniu obrazowania fotoluminescencji. Za przykład posłużyły
kołowe siatki Bragga, wytworzone w miejscach nukleacji kropek. Osiągnięto rekordowe właści-
wości emisji kwantowej z kropek w trzecim oknie telekomunikacyjnym, a także pokazano oddzi-
aływanie światło-materia. Zaprezentowane badania umożliwiły w szczególności:

1. otrzymanie kropek InAs/InP o dobrej jakości optycznej i niskiej gęstości powierzchniowej,
2. maksymalizację wydajności ekstrakcji emisji,
3. wprowadzenie determinizmu do technologii opartych o kropki kwantowe w trzecim oknie

telekomunikacyjnym.
Wyniki badań naukowych zostały opublikowane w międzynarodowych recenzowanych czasopis-
mach naukowych, ze szczególnym uwzględnieniem następujących zagadnień:

• Zbiory kropek o niskiej gęstości jako potencjalne źródła pojedynczych fotonów w zakresie
trzeciego okna telekomunikacyjnego: P. HOLEWA et al., Physical Review B, 101, 19 (2020),
P. HOLEWA et al., Physical Review Applied, 14, 6 (2020), P. HOLEWA et al., Nanophotonics,

https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevApplied.14.064054
https://doi.org/10.1515/nanoph-2021-0482
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11, 8 (2022),
• Heterostruktura oparta o kropki kwantowe, z jasnymi źródłami pojedynczych fotonów: P. HOLEWA

et al., ACS Photonics, 9, 7 (2022).
Dodatkowo, jeden preprint stanowi uzupełnienie pracy doktorskiej:

• Lokalizacja optyczna kropek, deterministyczna produkcja nano-wnęk i sprzężenie kropki z
wnęką: P. HOLEWA et al., Scalable quantum photonic devices emitting indistinguishable photons
in the telecom C-band, arXiv:2304.02515 (2023).

Wszystkie artykuły są podsumowane we wstępie do rozprawy, a pełne teksty artykułów są prze-
drukowane. Materiały uzupełniające artykuły są załączonew zależności odwkładu autora rozprawy.

https://doi.org/10.1515/nanoph-2021-0482
https://doi.org/10.1515/nanoph-2021-0482
https://doi.org/10.1021/acsphotonics.2c00027
https://arxiv.org/pdf/2304.02515


Preface
This thesis is submitted in partial fulfillment of the requirements for the Ph.D. degree from the
Wrocław University of Science and Technology (WUST). The research has been carried out in col-
laboration between the Nonlinear Quantum Photonics Group, at the Laboratory for Optical Spec-
troscopy of Nanostructures (WUST), where the optical part of research has been done, and the
Nanophotonic Devices Group at the Department of Electrical and Photonics Engineering, Techni-
cal University of Denmark (DTU), where the epitaxial growth of quantum dots and the fabrication
of the quantum dot-based heterostructures has been performed. The project was jointly super-
vised at WUST by Associate Professor Marcin Syperek and at DTU by Senior Researcher Elizaveta
Semenova.

The author of the thesis was supported by the Etiuda doctoral scholarship, financed by the
Polish National Science Center, Grant no. 2020/36/T/ST5/00511, and by the project InterDok –
Interdisciplinary Doctoral Studies Projects at Wroclaw University of Science and Technology, financed
by the European Union under the European Social Fund, project no. POWR.03.02.00-00-I003/16.

Wrocław
June 6, 2023

Paweł Holewa



vi



Acknowledgements
First and foremost, I would like to thank deeply my both supervisors, Marcin Syperek and Elizaveta
Semenova, for all their guidance, support, and belief in me from the beginning. They are endless
sources of professional expertise, wisdom, and fresh ideas, giving our project strong prospects to
thrive. Being inspired by their example and passion for science allowed me to advance and become
a better researcher.

The success of this project would not be possible without the collective work of many people to
whom I am deeply grateful. First, I am thankful to Aurimas Sakanas, my first fabrication teacher,
whose expertise and curiosity inspired and enabled the fabrication of numerous InP-based struc-
tures, including those described in this thesis. I enjoyed working in the optical lab with Paweł
Wyborski, who was always ready to discuss the arising challenges and to look together for the best
solution, and with whom we used to challenge the definition of reasonable working hours. I am
also grateful to Michał Gawełczyk whose reliable theoretical support and attention to detail were
vital to data interpretation and always provided us with the complete picture of exciton physics.

I greatly appreciate the opportunity to work together with my fellow friends and peers that
I met both at WUST at the Laboratory for Optical Spectroscopy of Nanostructures, led by Grze-
gorz Sęk, and at DTU, including members of the NanoPhoton Center of Excellence, Quantum
Nanophotonics section, and Nanodevices group with the leaders Kresten Yvind and Jesper Mørk.
The positive work atmosphere made my research work and my stays at DTU so memorable.

Last but not least, I would like to express my deepest gratitude to my beloved fiancée Marta
for all the love, understanding, patience, and support that I have received in this challenging time,
and to my parents, who always believed in my capabilities, for their love and encouragement since
the very beginning.



viii



List of thesis papers
Published articles

1. P. HOLEWA, M. GAWEŁCZYK, C. CIOSTEK, P. WYBORSKI, S. KADKHODAZADEH, E. SEMENOVA,
M. SYPEREK, Optical and electronic properties of low-density InAs/InP quantum dot-like struc-
tures devoted to single-photon emitters at telecom wavelengths, Physical Review B, 101, 19
(2020).

– included in this thesis, p. 95.

2. P. HOLEWA, M. GAWEŁCZYK, A. MARYŃSKI, P. WYBORSKI, J. P. REITHMAIER, G. SęK, M. BENY-
OUCEF, M. SYPEREK, Optical and Electronic Properties of Symmetric InAs/(In,Al,Ga)As/InP
Quantum Dots Formed by Ripening in Molecular Beam Epitaxy: A Potential System for Broad-
Range Single-Photon Telecom Emitters, Physical Review Applied, 14, 6 (2020).

– included in this thesis, p. 111.

3. P. HOLEWA, S. KADKHODAZADEH, M. GAWEŁCZYK, P. BALUTA, A. MUSIAŁ, V. G. DUBROVSKII,
M. SYPEREK, E. SEMENOVA, Droplet epitaxy symmetric InAs/InP quantum dots for quantum
emission in the third telecom window: morphology, optical and electronic properties, Nanopho-
tonics, 11, 8 (2022).

– included in this thesis, p. 127.

4. P. HOLEWA, A. SAKANAS, U. M. GüR, P. MROWIŃSKI, A. HUCK, B. WANG, A. MUSIAŁ, K. YVIND,
N. GREGERSEN, M. SYPEREK, E. SEMENOVA, Bright Quantum Dot Single-Photon Emitters at
Telecom Bands Heterogeneously Integrated with Si, ACS Photonics, 9, 7 (2022).

– included in this thesis, p. 143.

Preprint
5. P. HOLEWA, E. ZIęBA-OSTóJ, D. VAJNER, M. WASILUK, B. GAáL, A. SAKANAS, M. BURAKOWSKI,

P. MROWIŃSKI, B. KRAJNIK, M. XIONG, A. HUCK, K. YVIND, N. GREGERSEN, A. MUSIAŁ,
T. HEINDEL, M. SYPEREK, E. SEMENOVA, Scalable quantum photonic devices emitting indis-
tinguishable photons in the telecom C-band, arXiv:2304.02515 (2023).

– included in this thesis, p. 153.

https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevApplied.14.064054
https://doi.org/10.1515/nanoph-2021-0482
https://doi.org/10.1515/nanoph-2021-0482
https://doi.org/10.1021/acsphotonics.2c00027
https://arxiv.org/pdf/2304.02515


x



Contents
Abstract i

Streszczenie iii

Preface v

Acknowledgements vii

List of thesis papers ix

Contents xi

I Introduction 1

1 Motivation 3
1.1 Quantum information processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Why single-photon sources at telecom? . . . . . . . . . . . . . . . . . . . . . . . . . 3
Development of single-photon sources at telecom . . . . . . . . . . . . . . . . . . . 4

1.2 Quantum dots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
Semiconductor quantum dots — a historical perspective . . . . . . . . . . . . . . . 5
Quantum dots for quantum information processing . . . . . . . . . . . . . . . . . . 6
Material systems for quantum dot emission at third telecom window . . . . . . . . 6

1.3 Enhancing brightness of quantum dot-based single-photon sources . . . . . . . . . . 7
Moderately-broad cavities and circular Bragg gratings . . . . . . . . . . . . . . . . . 8
Brightness at telecom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Deterministic fabrication of quantum dot-based devices . . . . . . . . . . . . . . . . 10

1.4 Objectives of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Theory 15
2.1 Metalorganic vapour-phase epitaxy . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

A historical perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
Processes during the metalorganic vapour-phase epitaxy . . . . . . . . . . . . . . . 15

2.2 Epitaxial growth of quantum dots . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Thermodynamics and kinetics of quantum dot growth . . . . . . . . . . . . . . . . . 22
Equilibrium theory of heteroepitaxy . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Stranski-Krastanow growth mode . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Droplet epitaxy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.3 Physics of Coulomb-correlated excitations in quantum dots . . . . . . . . . . . . . . 29
Spatial confinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Single particle calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Energy calculations for the excitonic complexes . . . . . . . . . . . . . . . . . . . . 33
Exchange interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Radiative recombination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.4 Single photons in experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
The original Hanbury Brown and Twiss configuration . . . . . . . . . . . . . . . . . 44
Principle of the Hanbury Brown and Twiss interferometry . . . . . . . . . . . . . . 45



xii
Contents

The second-order correlation function . . . . . . . . . . . . . . . . . . . . . . . . . 45
HBT experiment in quantum optics . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

2.5 Quantum dot–cavity coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Planar cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Emitter-cavity interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Weak coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3 Methods 55
3.1 Fabrication of structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

Epitaxial growth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Tuning the quantum dot growth parameters . . . . . . . . . . . . . . . . . . . . . . 57
Typical epitaxial growth procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Processing of the structures with quantum dots . . . . . . . . . . . . . . . . . . . . 59

3.2 Optical characterization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Microphotoluminescence setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
Imaging of the microphotoluminescence . . . . . . . . . . . . . . . . . . . . . . . . 66
Time-resolved photoluminescence and the correlation spectroscopy . . . . . . . . . 67
Determination of the photon extraction efficiency . . . . . . . . . . . . . . . . . . . 67
Determination of the single-photon purity . . . . . . . . . . . . . . . . . . . . . . . 68

4 Summary of the results 71
4.1 Low-density InAs/InP quantum-dot-like structures . . . . . . . . . . . . . . . . . . 72
4.2 Symmetric InAs/(In,Al,Ga)As/InP quantum dots . . . . . . . . . . . . . . . . . . . . 73
4.3 Droplet epitaxy symmetric InAs/InP quantum dots . . . . . . . . . . . . . . . . . . 74
4.4 Bright quantum dot single-photon emitters heterogeneously integrated on Si . . . . 75
4.5 Quantum dots in nanocavities resulting from deterministic processing . . . . . . . . 77

Bibliography 79

II Core publications 91

5 Low-density InAs/InP quantum-dot-like structures 93

6 Symmetric InAs/(In,Al,Ga)As/InP quantum dots 109

7 Droplet epitaxy symmetric InAs/InP quantum dots 125

8 Bright quantum dot single-photon emitters heterogeneously integrated on Si 141

9 Quantum dots in nanocavities resulting from deterministic processing 151

A Supplemental Materials 165
A.1 SM for Bright quantum dot single-photon emitters heterogeneously integrated on Si . . 166
A.2 SM for Quantum dots in nanocavities resulting from deterministic processing . . . . . 179

B List of publications and conference presentations 205

Acronyms 211

List of symbols 217

List of Figures 220

List of Tables 222



Part I

Introduction





CHAPTER 1
Motivation

1.1 Quantum information processing
Emerging platforms known as quantum technologies are based on the unique qualities provided by
quantum physics, such as quantum interference, superposition, entanglement, etc. These qualities
can significantly improve measurement sensitivity, communication security, and computational
power compared to conventional or classical techniques. One of the most popular methods to
encrypt, transport, and process quantum information is to use a single photon as a “qubit” – the
quantum mechanical counterpart of a classical bit [1]. This is well-justified as photons can travel
quickly over large distances without losing their coherence and are compatible with widely-used
photonic technologies. Therefore, the quantum information encoded and carried by photons can
be readily utilized in the schemes of quantum information processing (QIP), especially quantum
communication [2–4], benefiting from the low photon decoherence. Extremely efficient sources
of single and indistinguishable photons compatible with low-loss photonic technologies are a foun-
dation for optical QIP.

Single photons are also an enabling resource to fuel photonic quantum computers. This term
was proposed in 1982 by Richard Feynman, and ever since then, it has captured the enormous
interest of researchers and IT companies, becoming a “holy grail” of physics. An optical version of
a quantum computer was initially shown in 2001 [3] by Knill et al. using single-photon generators,
detectors, and optical components, such as mirrors and beam splitters. In this design, a single-
photon source (SPS) is needed to produce photons that are used to encode the quantum computer
qubits. Various ideas [1] for improving the initial protocol were implemented in the following
years.

Why single-photon sources at telecom?
Quantum networks play a significant role in a broader framework of QIP, both for the formal
analysis and the practical implementation of quantum communication, computing, and metrol-
ogy [5]. A quantum network [6, 7] consisting of remote nodes capable of transmitting photon-
encoded quantum information provides opportunities to implement ultra-secure data exchange
protocols [8] and distributed quantum computing schemes [7, 9]. The ultimate security of the
data transfer based on single photons originates from the “no-cloning theorem” that prevents the
quantum information from being copied.

An example of such a network is shown in Fig. 1.1a [6, 7]. There, quantum nodes produce,
process, and store quantum information locally. They are interconnected by quantum channels
that distribute quantum entanglement and transmit quantum states from site to site with high
fidelity. Such a network could carry out activities that in the context of conventional physics
seem impractical, and do so with very little processing power, e. g., distribution of the “quantum
software” [6].

Depending on the communication protocol, there are specific requirements for the properties of
single photons (on top of their purity 𝑃), such as concerning their indistinguishability or creation
of entanglement between them [10]. Therefore, the requirements for using quantum emitters
as quantum light sources for QIP typically include on-demand photon generation, narrow transi-
tion linewidth, fast decay rate, and long coherence time, reflected by high indistinguishability of
emitted photons.

Currently, two major non-classical optical communication channels are under development.
The first one is free-space satellite-mediated communication over very long distances (thousands
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Figure 1.1: a, Scheme of a quantum network with a source of entangled photon pairs, quantum
channels for distributing the information, and quantum nodes for processing and stor-
ing the states, b, attenuation in silica optical fibers.

of km) with single photons typically originating from nonlinear processes in crystals (parametric
down-conversion) [11]. The choice of wavelength is determined by the transmission windows of
the Earth’s atmosphere, and the InAs/GaAs quantum dots (QDs) can be used here. The second
approach, constituting the motivation for the thesis, is the use of silica fiber networks conveniently
employed in the telecom infrastructure worldwide. In this case, optimal wavelengths for transmit-
ted photons are different than for the atmospheric links, as defined by transmission windows of
silica fibers, and suitable quantum light sources are covered in the following section. The optical
signal attenuation in the silica fiber is presented in Fig. 1.1b. It reaches the minimal value for
the 1550nm photon wavelength and is spectrally limited by the elastic Rayleigh scattering with
strong wavelength dependence (𝐼 ≈ 𝜆−4) from the short-wavelength part of the spectrum and the
infrared (IR) absorption at the long-wavelength part. Additionally, the absorption of light by hy-
droxyl groups, especially around 1400nm, separates the short wavelength “original” O-band (2nd

telecom window) at 1260-1360nm from the 3rd telecom band, covering the S- (1460-1530nm),
C- (1530-1565nm), and L- (1565-1625nm) bands.

Therefore, deterministic SPSs with high photon emission rates at 3rd telecomwindow (centered
at 1.55µm) for low-loss fiber transmission are crucial building blocks for QIP schemes [2, 7], and
quantum computing networks [7], due to their compatibility with the existing silica-fiber-based
telecom networks, allowing for optical signal transfer at long distances [12, 13]. As the network
can rely on the silica-fiber-based infrastructure, the photon transfer channel is characterized by
ultimately low losses, ≤ 0.2dB/km¹ in the telecom C-band. Furthermore, the quantum network
can benefit from existing devices and classical signal management protocols, making quantum
state transfer feasible across large distances and accessible for many users simultaneously. Yet, all
these require bright and efficient non-classical photon state generators with high emission rates
and an on-demand/triggered generation in the nearly-optimal case.

The following section describes how C-band-emitting SPSs have been realized so far, focusing
on the applications of QDs in this respect.

Development of single-photon sources at telecom
The early reports on the SPSs from the 1990s and the beginning of the 2000s have focused on a
variety of solutions for a SPS, such as molecules [14–16], color centers [17, 18], trapped ions [19],
nanocrystals [20], and semiconductor QDs [21–23]. The wavelength range of the source was out
of concern in these proof-of-principle demonstrations hence the application potential for the QIP

¹Value for the Corning® SMF-28® Ultra Optical Fiber available in the Product Information.

https://www.corning.com/media/worldwide/coc/documents/Fiber/product-information-sheets/PI-1424-AEN.pdf
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was not directly addressed. However, as the field was under development, the research activities
started to focus also on C-band emission. Before discussing the QDs, other material systems are
briefly mentioned here, as the SPSs at C-band have been realized in many ways, including, i. a.,
non-linear energy conversion processes, atoms, or defects in carbon nanotubes.

In the first approach, non-linear energy conversion, the heralded photon pairs are generated
in non-linear optical media, including spontaneous parametric down-conversion in 𝜒(2) materi-
als [24–28] (also using QD transition as a pump photon [26]), or spontaneous four-wave mixing
in 𝜒(3) materials [29–31]. However, as stochastic processes, these schemes provide multi-pair
events according to the Poisson statistics, and their suppression requires a substantial lowering
of the pump power, hence compromising the energy conversion efficiency. Therefore, reaching
high generation frequencies is difficult, with multiplexing of photons offering a somewhat complex
workaround. Although the heralded SPSs can operate at room temperature and may have high
photon emission rates [32] with tailored spectral properties [33] and near-perfect spatial modes
[34], the inherently probabilistic nature of the nonlinear generation process worsens the source
brightness, affects the single-photon purity 𝑃 [35], and is far from the on-demand operation con-
ditions. Moreover, many systems are bulk-like [24, 25, 29], preventing their scalability, a severe
constraint for many applications.

Except for SPSs employing nonlinear photon conversion processes in a solid state, other candi-
dates for non-classical photon emitters have also been presented. A very interesting one is an er-
bium ion (Er3+) [36], which generates single photons at 1.5µm [37]. However, a millisecond-long
emitter’s lifetime confronts the demand for a high photon generation rate. Also, the considerable
optical spectral diffusion challenges the long coherence of photons. Consequently, indistinguish-
able single photons from Er3+ hosted in CaWO4 were demonstrated only in 2023 [38]. Therefore,
fabricating a high-quality cavity-confined Er-based device remains a troublesome task.

In 2017, an emitter based on the aryl sp3 defect in carbon nanotubes was presented [39] with
operation at room temperature, broad emission spectrum, and limited brightness. However, for
now, the realization of an active part of a device based on carbon nanotubes is challenging, limiting
the application potential of this approach.

There is also an intensive search for a single photon emitter at C-band hosted by a two-
dimensional (2D) material. In 2021, an induced defect state was shown in bulk-like MoTe2, a
candidate for optoelectronics at telecom made of transition metal dichalcogenides, offering non-
classical photon emission capabilities in the C-band [40].

Although attracting the great interest of the research community, all of these approaches often
constitute less mature solutions in at least some aspects compared with QDs. Each route has its
material-specific challenges, while their future and feasible applications remain to be revealed.

1.2 Quantum dots
Semiconductor quantum dots — a historical perspective
The idea of utilizing the fundamental quantum mechanical effects present in systems of reduced
dimensionality to control macroscopic material properties relevant for the device applications was
first realized at the beginning of the 1970s by introducing quantum wells (QWs) in semiconductor
lasers to control the band gap by the quantum size effect and to improve carrier confinement along
the growth direction.

Further dimensionality reduction by restricting the carrier movement in three dimensions in
QD-like structures appeared already in the 1980s [41, 42], still before QW lasers reached a final
development stage. It took quite a long time to demonstrate the real advantages of the QD laser
materials, among them lower threshold current density [43], and improved temperature stability
of the threshold current density [44, 45] by 2000.

The first experimental demonstration by Reed et al. of an electron confined in a three-dimensional
(3D) potential in a solid state appeared in 1988, using a lithographically-defined QD with a QW
as an active material [46]. Transport experiments revealed the discrete density of states char-
acteristic for quasi-zero-dimensional (0D) structures (cf. Section 2.3 for details on the density
of states function). Owing to the development in semiconductor technology over the past three
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decades, it has become possible to fabricate nanostructures of much smaller sizes than the first
implementation by Reed et al. using self-organization techniques.

Since the beginning of the 2000s, a new research field has emerged. The regime of low QD
density, such that QDs are separated in-plane at least by 1µm, started to be investigated alongside
the laser (or amplifier) applications, where the high surface density of QDs is beneficial. In the
low-density regime, the QDs can be individually addressed, and the applications utilizing single
QDs can be developed. A significant milestone in this research direction was the demonstration of
single-photon emission from a single InAs/GaAs Stranski-Krastanow (S-K) QD by Michler et al. in
2000 [21], quickly followed by the demonstration of indistinguishable photons emission from a QD
in the same material system by Santori et al. in 2002 [47]. This area of semiconductor technology
has been under considerable development in recent years, and the most significant achievements,
approaches, and application potential are outlined in the following sections.

Quantum dots for quantum information processing
Before delving into the state-of-the-art of semiconductor QDs at telecom wavelengths, a broader
picture of the self-assembled QDs is given to establish a reference.

The epitaxial QDs seem to be one of the most perspective solutions as near-perfect single-
photon emitters for QIP purposes [2, 48–53], with recent years witnessing a rapid development of
QD-based technologies where a single QD is used as a source of photonic qubits – single and
indistinguishable photons [49–51, 54, 55], entangled photon pairs [54, 56–61], also employ-
ing entanglement swapping [53], or multi-photon cluster states [62], depending on the quan-
tum technology-related application. Photonic-based computations [4, 63], including boson sam-
pling [64–67], also employ single QDs. A QD has been demonstrated to be a SPS of highest
single-photon emission purity 𝑃 [52], measured by the second-order correlation function 𝑃 =
1−𝑔(2)(0) = (7.5±1.6)×10−5 (see Section 2.4 for the definition of 𝑔(2)(𝜏) function), and highest
emission rates [68]. New milestones are regularly reported, for example, the quantum interfer-
ence of identical photons from remote GaAs QDs was shown in 2022 [69], or a photonic cluster
state composed of indistinguishable photons in 2023 [70].

Only atom-based SPSs can compete with QDs in terms of emission purity, however, they are
much less practical concerning their integrability and scalability of the solutions based upon them.
Importantly, embedding a SPS in a III-V platform offers enormous engineering flexibility for device
fabrication, including bandgap tuning, modification of their photonic environment, and formation
of p-i-n structures with electrical contacts.

Material systems for quantum dot emission at third telecom window
Despite many reported QD-based demonstrations in the field of QIP, the majority of them focus
on the short wavelength spectral range (𝜆 < 1µm) [2, 13, 71–73] what separates them from appli-
cations where photonic qubits are transmitted using fiber networks. At the 3rd telecom window,
there are two material systems for QDs that have been developed in parallel over the years: InAs/-
GaAs [74, 75] and InAs/InP [12, 76].

InAs/GaAs quantum dots
The GaAs-based QDs benefit from the well-developed GaAs technology, including a relatively
straightforward growth of Al(Ga)As/GaAs distributed Bragg reflectors (DBRs). However, reach-
ing the emission at 1.55µm is challenging due to the high lattice mismatch 𝜖0 between InAs and
GaAs. The growth requires careful lowering of built-in strain to redshift the emission. Different
approaches have been investigated, but the only results with QD emission at 3rd telecom window
concern the metamorphic approach [13, 74, 77–81] (i. e., the introduction of InGaAs metamor-
phic buffer layer (MBL), where an indium content is increased between the substrate and the QD
layer). This can be done linearly [77, 78, 81, 82], or using a more complex, non-linear In profile
in the MBL design [74, 80]. There are also other approaches allowing redshifting the emission
of GaAs-based QDs (for a review, see an introduction in Ref. [83]), with the application of the
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strain-reducing layer [84–88] particularly worth mentioning. Within this approach, the redshift
to the 2nd telecom window can be obtained [83, 89], but the emission at 3rd window remains
elusive. Although the MBL approach often complicates the epitaxial process by the introduction
of structural defects deteriorating the optical quality of QDs [77, 90], single-photon emission at
1.55µm has been demonstrated [74, 78, 82, 91], followed by the photon entanglement [61, 92],
narrowband piezoelectric wavelength tuning [79], coherent control of the QD state [61, 93], and
the generation of indistinguishable single photons [91, 93, 94].

InAs/InP quantum dots
Comparedwith InAs/GaAs, the great advantage of InAs/InP QDs is their natural coverage of the 3rd

telecom window due to lower lattice mismatch 𝜖0 (no strain engineering is needed) with simulta-
neous single-photon emission of high purity [59, 95–98], also under non-resonant excitation [96],
what makes them interesting for multiple applications in quantum technologies. These QDs can
be placed in ternaries, e. g. (In,Al)As, or quaternaries, e. g. (In,Al,Ga)As, lattice-matched to InP,
which provide an additional degree of freedom in strain engineering and shaping the barrier po-
tential (carrier confinement regime) [76, 99, 100].

Lowering the InAs/InP QD density can be achieved in a few ways in the S-K growth mode,
where QDs nucleate on top of a 2D wetting layer (WL) (see Section 2.2 for a thorough description
of the S-K growth mode). Among them is the QD “ripening” [101–103], leading to high-quality
single-photon emission [103], also for QDs of high in-plane symmetry [96]. It is as well possible
to apply “double capping” technique [104], resulting primarily in lowering the QD height but
also in surface density reduction, with high-quality single-photon emission obtained under non-
resonant [105] and quasi-resonant excitation [95, 106].

An alternative growth mode is droplet epitaxy (DE) [76, 107–110], where group III metal
droplet (In or Ga) is deposited on the substrate and annealed in the As flow (group V). In DE
applied to InAs/InP QDs, the indium flux is supplied to the InP surface first, forming metal droplets
in random positions which are annealed under arsine flux, leading to QD crystallization. Here, the
emission wavelength in the telecom C-band can also be naturally achieved [59, 76, 97, 111] with
the density of QDs on the level of 108/cm2 achievable [111].

As opposed to S-K growth, which is a strain-driven process resulting in random positions of
QDs, in the DE approach the QD nucleation does not rely on lattice mismatch 𝜖0 between the QD
and the host material, making the DE a powerful method for tailoring the QD shape. This can lead
to high in-plane QD symmetry yielding a much lower exciton fine structure splitting (FSS) than for
S-K QDs [76]. This provides the possibility to separate processes responsible for surface density
and QD size or geometry, allowing tailoring the QD properties [107].

DE QDs are typically in-plane symmetric when deposited on high Miller index substrate, such
as InP(111) [108, 109] but also on standard InP(001), as demonstrated, i. a., in P. HOLEWA et al.,
Droplet epitaxy symmetric InAs/InP quantum dots for quantum emission in the third telecom window:
morphology, optical and electronic properties, Nanophotonics, 11, 8 (2022)² or in Ref. [76]. For
the latter structures, the high symmetry enabled demonstrations of quantum entanglement under
electric excitation [59] and quantum state teleportation [97]. For details on the DE and related
QD symmetrization, see Section 2.2.

1.3 Enhancing brightness of quantum dot-based
single-photon sources

As explained in the previous section, semiconductor QDs are very promising and interesting sources
of single photons for use in QIP. However, a remaining challenge for their application is achieving
high photon extraction efficiency 𝜂, defined as the fraction of emitted photons collected by the
first lens of the optical system. A typical level for an as-grown structure in both described mate-
rial systems is 𝜂 < 1% due to the total internal reflection at the air-semiconductor interface. The

²This article is included in this thesis, p. 127.

https://doi.org/10.1515/nanoph-2021-0482
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problem of low 𝜂 is addressed by shaping the QD photonic environment, ideally using a bottom
mirror or a full nanostructure (also including a cavity) with an embedded single QD.

The well-developed GaAs technology enables the straightforward application of both the DBR
and metallic layers. However, due to the low difference in refractive indices 𝑛 for dielectric layers
offered by the InP material system, the DBR in this system has to include a higher number of mirror
pairs compared to GaAs to obtain a high-reflectivity DBR. A thicker DBR based on quaternary
compounds requires a laborious, time-consuming, and typically expensive growth calibration [75],
additionally significantly increasing the device size and reducing the perspectives for its successful
on-chip integration. Due to these reasons, just a few reports up to date feature QDs integrated
with an InP-based DBR [59, 96, 112, 113].

The low 𝜂 levels for semiconductor SPSs can be increased either using a broadband enhance-
ment by the engineering of the far-field directionality without application of a cavity, such as
microlenses [114], microobjectives [115], mesas [83, 116], solid immersion lenses [117], or pho-
tonic nanowires [118, 119]. Another approach is the narrowband enhancement by placing an
emitter in the cavity and benefiting from the weak coupling regime, where the photon emission
rate is increased by the Purcell effect [120] with the emission directionality being enhanced si-
multaneously (see Section 2.5 for details on weak coupling and the Purcell effect). The major
realizations exploiting the Purcell enhancement concern micropillars [49, 50, 121–127], circular
Bragg gratings (CBGs), or some novel devices based on the open cavity design [55], or tapered
nanowire geometry, such as trumpet [128, 129], hourglass [130, 131] or “Bier-Glas” [132] cavi-
ties. These approaches can be implemented without prior emitter selection or in a deterministic
manner that provides much better process yield and brings the solution closer to the application.
For details on the deterministic approach, see Section 1.3.

Moderately-broad cavities and circular Bragg gratings
Placing an emitter in a cavity has three main objectives, important for the applications:

1. increasing the photon emission rate,

2. increasing the coherence of source and emitted photons,

3. imposing the directionality of emission.

The first two points are realized due to the Purcell effect, see Section 2.5 and Eq. (2.111), and the
third one – due to the engineering of the mode profile.

The above-mentioned objectives are important for any single-photon source. However, for the
source of entangled photon pairs, an additional point should be realized:

4. control over the biexciton (XX)-exciton (X) cascade decay rates.

Among different cavity designs, most solutions feature a cavity characterized by high quality
(𝑄) factors to benefit from the acceleration of emission rate. According to definition of the 𝑄
factor, Eq. (2.88), 𝑄 =𝜔/Δ𝜔, where 𝜔 is the cavity frequency and Δ𝜔 – cavity mode full width at
half maximum (FWHM). Therefore, the high-𝑄 cavities are characterized by a very narrow mode
width (e. g., Δ𝜔 = 0.15nm in a micropillar characterized by 𝑄 = 6124 [50]), posing a challenge
for spectral overlap between the cavity and the emitter to be coupled.

Additionally, the control over the XX-X cascade decay rates is impossible in a high-𝑄 cavity.
Typically, such cavities feature 𝑄 factors > 5000, which corresponds to a bandwidth that is too
narrow to impose the Purcell enhancement over both the X and XX lines, as the typical XX binding
energy Δ(𝑋𝑋) in a III-V QD is a fewmeV, corresponding to a few nm of the X and XX line separation.
However, simultaneous coupling of both transitions is required to boost the generation of entangled
photon pairs from the XX-X cascade. Hence, the optimal approach for their generation is to employ
a cavity that is a trade-off between the efficient QD-cavity coupling (featuring high 𝐹P), high
photon extraction efficiency 𝜂, and a considerably broad mode width (moderate 𝑄).
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Besides the cavity-based approach, a solution worth mentioning is a “needle”-shaped (tapered)
photonic nanowire [118, 133]. Within this approach, an entangled photon pair source character-
ized by entanglement fidelity of (0.86±0.01) and 𝜂 = (16±3)% was shown [134].³ However,
a weakness of this design is the lack of Purcell enhancement and the limited indistinguishability
of emitted photons, most probably due to the charge noise in the QD environment. Therefore, a
recently-explored alternative is a low-𝑄 micropillar forming a broadband cavity, with 𝑄 in the
range of 200-300 [136] and the working principle being the suppression of non-cavity modes, pre-
dicted theoretically in Ref. [137]. This approach enables 𝜂 ∼ 0.7 and Bell state fidelity⁴ ∼0.7 but
requires a DBR to form a microcavity, which is easily applicable only in the GaAs-based devices.

Another solution should be found for the InP system. An interesting approach is a CBG. This
“alternative” cavity can Purcell-enhance the QD emission in the spectral range that spans over the
XX binding energy and provides a highly directional far-field pattern allowing for efficient photon
collection (high 𝜂). Therefore, the benefits of using a cavity are not compromised here by a narrow
mode width. For the entangled photon pairs emission, two devices based on a CBG cavity have
shown a high degree of entanglement (fidelity >0.8) and 𝜂 ∼ 0.8 in GaAs system [54, 60]. CBGs
can be etched in the substrate [91, 138], membranized [72, 139] or hybridized (bonded to a
metallic mirror separated by a dielectric layer) [54, 60, 140–143]. Further results obtained using
CBGs are given in the following section.

In summary, the CBG cavity design is often preferred over micropillars as the cavity mode is
spectrally broader, enabling simultaneous coupling of a few QD transition lines while providing
decent calculated 𝐹P of 10-20, needed to enhance the emission of polarization-entangled photon
pairs [54, 60]. Additionally, it is more stable mechanically than micropillars due to the high aspect
ratio of the latter. Figure 1.2 visualizes a hybrid CBG structure, in a configuration employed in
this thesis.

Figure 1.2: A hybrid InP CBG on top of the planar metallic (aluminum) mirror, bonded to the Si
carrier wafer.

Brightness at telecom
Despite common claims about the universality of a given solution to boost the QD brightness in the
broad spectral range and for various material systems, just a few solutions have been implemented

³Very similar parameters have been reported in Ref. [135]: entanglement fidelity of (0.76±0.02) and 𝜂 = (15±3)%.
⁴Fidelity is defined as a probability that a measured state will pass a test to be identified as a reference state. The

maximally-entangled Bell states are often used as reference states.
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at telecom. Still, the telecom-optimized cavities and CBGs are of utmost performance for long-
haul QIP applications. The broadband solutions have been realized in the 2nd telecom window
centered at 1.3µm [125, 127, 144]. Regarding CBGs, the numerical studies promise 𝜂 > 95%
for numerical aperture (NA) of 0.65 and 𝐹P close to 30 [145], or 𝜂 ≈ 79% for NA = 0.7 and 𝐹P
∼5 [146], depending on the specific design. Realized CBGs at 1.3µm have reached 𝜂 ≈ 23% and
𝐹P of 4 [147] or even 5 [148]. The deterministic fabrication in photoluminescence (PL) imaging
was reported only very recently, with 𝜂 ∼ (11.2±1.0)% and 𝐹P of 4.2 [143].

For 1.55µm, investigated solutions are proof-of-principle demonstrations of an optical “horn”
structures with reported 𝜂 = 10.9% [106] (no cavity), mesas on DBR with 𝜂 = 13.3% into NA =
0.4 [113], or 𝜂 ≈ 10% in the broad spectral range of 3rd window for QDs heterogeneously inte-
grated with a metallic mirror, as shown in P. HOLEWA et al., Bright Quantum Dot Single-Photon
Emitters at Telecom Bands Heterogeneously Integrated with Si, ACS Photonics, 9, 7 (2022)⁵. Re-
garding the nanocavities, a first QD in a CBG was also reported only in 2022 [91] with 𝜂 ≈ 17%
for NA = 0.6 and 𝐹P of 3, while the predicted 𝜂 values are up to 90% for NA = 0.65 [149, 150].
The CBGs together with photonic crystals [151, 152] are the only cavities realized for enhancing
the QD emission in 3rd telecom window.

Importantly, for the deterministic fabrication based on the PL imaging, a planar 𝜂 enhancement
is needed, as the signal from QDs has to be easily detectable during the imaging step. Therefore,
an appropriate solution is either a DBR or a metallic mirror underneath the QDs layer. However,
the DBR considerably increases the device footprint, which has a negative impact on future on-
chip integration. On the other hand, the gold or silver mirrors in photonic nanowires [118],
CBGs [54, 141, 142], mesas [153], and optical antennas [154, 155] were successfully employed
with InAs/GaAs QDs for the enhancement of <1µm photon emission off a chip. In contrast, the
application of gold mirror in the InP system was reported only for tapered InP nanowires [156,
157] with emission outside telecom windows. Therefore, the easiest solution for the InP system
seems to be a metallic mirror, enabling the broadband PL enhancement, as reported in P. HOLEWA
et al., Bright Quantum Dot Single-Photon Emitters at Telecom Bands Heterogeneously Integrated with
Si, ACS Photonics, 9, 7 (2022)⁶.

Deterministic fabrication of quantum dot-based devices
All demonstrations of high-quality QD-based quantum light sources mentioned in the previous
sections employ well-developed QD epitaxy methods, where the nucleation of a QD is either strain-
driven as in the S-K growth mode or begins with the deposition of a metal droplet (DE and/or local
droplet etching [107]). Both growth modes provide quantum light emitters of superior quality in
terms of single-photon purity 𝑃 [52], indistinguishability [49, 50] and coherence [158], however,
this comes at a price of random QD positions, as the nucleation process is probabilistic.

At the same time, placing a QD in a cavity is highly beneficial for the reasons outlined in Sec-
tion 1.3. However, due to the random QD positions, proof-of-principle photonic devices incorpo-
rating single QDs are typically fabricated on the semiconductor surface in an array pattern that is
effectively randomly placed with respect to the QD positions. Examples include otherwise impres-
sive reports such as micropillars [50, 121, 123, 159], photonic cavities [125, 160], or CBGs [60,
91, 139, 142, 147, 148]. This severely reduces the processing yield and technology scalability, as
well as the efficiency of light-matter interactions [161], as an effective optical interface between
a QD and a photonic device requires high precision of the QD alignment to maximize coupling
to specific spatial photonic cavity modes (cf. Box 6). Additionally, the maximization of the QD
photon coherence time requires separation of the emitter from the etched surfaces of the device
to decouple it from the fluctuating charge environment [162].

Therefore, once the properties of QDs and QD-based devices have been demonstrated in a non-
deterministic approach, a subsequently required milestone is shifting the fabrication paradigm to
the deterministic workflow. In this way, the random QD placement and extremely low process
yield can be overcome by localization of the fabricated QDs on the semiconductor surface prior to
the fabrication of devices [163].

⁵This article is included in this thesis, p. 143.
⁶This article is included in this thesis, p. 143.

https://doi.org/10.1021/acsphotonics.2c00027
https://doi.org/10.1021/acsphotonics.2c00027
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Localization approaches
This section reviews the localization techniques that have been applied to QDs.

Scanning in-situ In the scanning in-situ methods, a structure with a QD layer, with a resist spin-
coated is scanned using a focused electron or laser beam, and cavities are fabricated one by one.
The reported realizations include:

1. cathodoluminescence (CL) spectroscopy followed by electron-beam lithography (EBL) [164,
165] that has been applied to fabrication of microlenses [114], microobjectives [115], mesas
[116, 164, 166], nanoantennas [167], and CBGs [138],

2. low-temperature laser photolithography [168] with the demonstrations including micropil-
lars [49, 122, 124, 126, 169, 170], CBGs [140], and solid immersion lenses [117], and

3. topography scanning using atomic force microscopy (AFM) [171] or scanning electron mi-
croscopy (SEM) [172, 173].

The optical localization of an emitter (points 1. and 2.) is a more advanced and developed ap-
proach compared with the topography localization [173], additionally allowing for identification
of optically active QDs, the determination of QD emission energy, and in consequence, fine-tuning
of the cavity mode energy to match the target QD transition. Therefore, reaching high 𝜂 values is
possible, up to 66-79% reported experimentally [124, 126]. Besides, the topography-based local-
ization is hard to implement for practical reasons as a QD must provide a strain-induced track on
the sample surface. This is not easily achievable for cavity-based applications with out-of-plane
emission since QDs are deeply buried in a semiconductor material (typically a few hundred nm be-
neath the surface of the structure). Additionally, for the hybrid approach where the III-V material
is bonded to a metallic mirror separated by a dielectric layer, the flip-chip is required, so neither
SEM nor AFM scanning can be applied once the wafers are bonded.

The scanning techniques provide accuracy of 34nm for in-situ EBL [114] or 50nm for in-situ
photolithography [169]. Among the disadvantages of the scanning techniques is their limited
speed. Additionally, the QDs in in-situ EBL are localized using the CL signal, so the e-beam intensity
has to be low not to expose the resist, which limits the achievable QD signal intensity. On the other
hand, in-situ photolithography cannot reliably define designs with sub-micron-size features due to
inherent resolution limitations.

Photoluminescence imaging An approach with a more evident prospect for scalable determin-
istic fabrication is the PL imaging, employed so far predominantly for the near-infrared, 0.75−
1.4 μm (NIR) spectral range [54, 72, 141, 174, 175], including the 2nd telecom window [143].
In this technique, an image of the ∼103µm2-large surface is taken (area limited by the objective’s
field of view (FOV)). The QDs are localized with respect to alignment marks (AMs) with an ex-
cellent resolution (a few tens of nm [169] down to a few nm [176]), acting as reference points
during the subsequent EBL step. The PL imaging workflow has been applied for the deterministic
fabrication of nanocavities, mainly CBGs – either membranized [72] or hybrid [54, 141, 143].

The advantage of PL imaging is the rapid data collection compared to scanning techniques
and the separation of QD detection and device fabrication steps so that thousands of devices can
be fabricated in a single process run. This provides a high-fidelity route to the fabrication of
an ensemble of bright quantum light sources with desired properties on a single semiconductor
wafer which can afterward be cleaved into many chips, in analogy to the established microchip
fabrication. Such a process up-scaling is challenging for any of the in-situ scanning techniques,
which are more of a one-by-one fabrication approach than batch processing of a whole wafer.

Challenges of the photoluminescence imaging at telecom
Amajor obstacle to the use of PL imaging at telecom is the technological limitation of InGaAs-based
detector matrices that have to be used at wavelengths longer than 1µm. The underlying problem
is the lack of high-quality InGaAs detectors operating at telecom that would have comparable
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properties as their Si-based counterparts operating in the short-wavelength ultraviolet (UV) to
NIR spectral range. The central figures of merit for the detectors are dark current, availability
of the electron multiplication (EM) technology, pixel size, detection (quantum) efficiency, and
chip area. Unfortunately, the EM technology is unavailable in the InGaAs-based cameras. For
Si-based, it increases the detection sensitivity nearly down to a single photon level, offering high-
quality images extremely important for QD positioning accuracy. The cameras with EM have led
to fantastic demonstrations in the 800-950nm range [54, 72, 176, 177].

Table 1.1 compares these figures of merit for Si- and InGaAs-based 2D detectors. It is evident
that the Si-based devices significantly surpass the InGaAs counterparts. So far, there is no alter-
native when recording the PL signal at 2nd or 3rd telecom window – the InGaAs detectors must be
used. In this sense, the comparison with Si given in Tab. 1.1 can serve only as a reference. The
main limiting factor is the dark current, a few orders of magnitude higher for the InGaAs. Despite
that, as it has been shown in Ref. [143] and in P. HOLEWA et al., Scalable quantum photonic devices
emitting indistinguishable photons in the telecom C-band, arXiv:2304.02515 (2023)⁷, the imaging
process in the telecom spectral range with commercially-available InGaAs-based cameras is possi-
ble, giving satisfactory results with spatial positioning accuracy of a few tens of nanometers.

Parameter Material system for the detector

Si InGaAs

Spectral range 220-1100nm (UV–NIR) 900-1700nm (NIR)
Dark current 2×10−3 e/px/s 40-4000e/px/s
EM technology available not available

Pixel size 3-16µm 10-20µm
Quantum efficiency >95% 80-90%

Chip area Up to 4096×4096 px2 640×512 px2

Table 1.1: Comparison of 2D detectors for PL imaging of QD emission.

1.4 Objectives of the thesis
As outlined so far, QDs have been considered near-perfect sources of non-classical light states for
years, including the application potential for long-haul silicon fiber networks. Their natural place-
ment within the host semiconductor crystal lattice allows for vast modifications of their photonic
environment while preserving the chemical stability of a QD. However, there are a few important
challenges that hinder the progress of quantum technology compatible with the telecom C-band.
Among them, the random nucleation site of QDs is the most serious.

The objectives of the thesis are formulated in agreement with the most important challenges
in the field. This thesis aims to solve them, and the objectives can be formulated as in Box 1.

The papers described in the thesis and listed on p. ix address these challenges. Objective 1., fo-
cusing on the morphology of the S-K and DE QDs and their optical properties, is tackled in Articles
1–3. Objective 2. is realized with the nanofabrication of a QD-based structure and establishing
a new platform for the subsequent research and is described in Article 4. Finally, the Objec-
tive 3., which can be defined as central for this thesis and its principal achievement, is reported in
preprint 5.

⁷This article is included in this thesis, p. 153. See also the corresponding Supplemental Material (SM) at p. 180 and
Section 3.2 for setup description.

https://arxiv.org/pdf/2304.02515
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Box 1: Objectives of the thesis.

Objective 1. Establishing an optimal QD growth strategy for low-density InAs/InP
QDs emitting at C-band, understanding their optical properties, enhanc-
ing their in-plane symmetry.

Objective 2. Development of a semiconductor platform for a broadband enhance-
ment of the photon extraction efficiency.

Objective 3. Localization of QDs and deterministic fabrication of optimized nanocav-
ities at the QD nucleation site, investigating the cavity-coupled QDs.
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CHAPTER 2
Theory

This chapter covers the fundamental phenomena important for interpreting the thesis results.
They are divided into five sections, with two first focusing on epitaxial growth. The latter three
focus on the optical properties of QDs and cavity physics.

Specifically, the first section describes the theory of the metalorganic vapour-phase epitaxy
(MOVPE) growth, and the second describes the epitaxy of QDs. The third section describes the
physics of charge carriers and Coulomb-correlated excitations in QDs, the fourth introduces the
theoretical foundations of the Hanbury Brown and Twiss (HBT) interferometry, and finally, the
fifth focuses on the physics of cavities and emitter-cavity coupling.

2.1 Metalorganic vapour-phase epitaxy
A few techniques for the epitaxial growth of high-quality semiconductor layers have been devel-
oped over the years. Among the most important are liquid-phase epitaxy (LPE), hydride vapor-
phase epitaxy (HVPE), molecular beam epitaxy (MBE), and MOVPE. Only the latter two have
proven relevant for the growth of III-V QDs emitting at telecom.

A historical perspective
The MOVPE emerged as a powerful technique of semiconductor epitaxial growth in the late 1960s
with the pioneering work of H. M. Manasevit [178].¹ The rapid increase in MOVPE activities in
the 1970s and 1980s enabled the early demonstration of ultra-high purity GaAs [179] and high-
performance minority carrier devices (e. g., Ref. [180]) which in turn proved the considerable
commercial potential of the new technique for large-scale production of a broad spectrum of semi-
conductor devices, such as lasers, solar cells, light emitting diodes (LEDs), or photocathodes – for
virtually all II-VI and III-V compounds and alloys, operating in a broad spectral range from UV to
IR.

One of the significant obstacles in the development of MOVPE was its relative complexity. The
initial problems with purity and abrupt interfaces of layers grown in MOVPE were, however, over-
come long ago. Nowadays, MOVPE can produce very high-purity layers, and the atomically-abrupt
interfaces are also not an issue. The advantages and disadvantages of MOVPE and MBE are com-
pared in Tab. 2.1.

Processes during the metalorganic vapour-phase epitaxy
The MOVPE is one of the most complicated growth techniques due to the number of parame-
ters that can be tuned and the variety of chemical and physical processes coinciding in a growth
chamber, specifically at a substrate. At the beginning of its development, the MOVPE growth
was treated as a “black box” with many “tuning knobs”. A knowledgeable user realized the pro-
cess optimization by systematically turning these knobs. This approach has been inevitable due
to the multi-component, multi-phase system and dynamic processes occurring in the inhomoge-
neous medium. However, developing simple but accurate and practical models and quite complex

¹This marks the first publication about MOVPE and honors the contributions by Manasevit to the rapid development
of MOVPE in early 1970s. However, the patents concerning the early forms of MOVPE were filed in 1954 by T. Scott et al.
in the United Kingdom, and by W. Miederer in 1962 in Germany and a year later in USA.
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Technique Strengths Weaknesses

MBE

• Process simple to describe and un-
derstand

• High uniformity
• Abrupt interfaces
• In situ monitoring

• Expensive
• As/P alloys are difficult to grow
• Low throughput

MOVPE

• Very flexible, reproducible, and ro-
bust process

• Simple reactor
• High uniformity, purity, abrupt

interfaces
• Suitable for large-scale produc-

tion, high GR
• In situ monitoring is limited

• Many parameters that need to be
controlled accurately

• Complex modeling of the growth
• Expensive and hazardous precur-

sors

Table 2.1: Comparison of MBE and MOVPE techniques.

modeling and calculations of the processes has enabled a deeper understanding of MOVPE details.
Still, not everything is clear.

Box 2 summarizes the fundamental processes essential for MOVPE growth.

Box 2: The key processes in MOVPE growth.

1. Thermodynamics – is the foundation for all processes: it determines the growth
driving force.

2. Kinetics: mass and heat transport – including hydrodynamics, reactor wall effects,
and introducing the boundary layer model [181, 182]. Kinetics defines the rates at
which various steps proceed.

3. Physical surface processes – including surface reconstruction and diffusion pro-
cesses, formation of steps, kinks and their evolution, 2D and 3D nucleation, etc.

4. Chemical reactions – including homogeneous reactions in the gas phase (adduct
formation and pyrolysis of precursors and adducts, etc.), and heterogeneous at the
substrate interface (adsorption, desorption, pyrolysis, surface reconstruction, all in-
fluencing the density and nature of steps, kinks, and other structures, etc.)

Figure 2.1 presents an artistic vision of the epitaxial growth of InAs on InP to establish an
initial understanding of the process described in the following sections. The metalorganic, here
trimethylindium, In(CH3)3 (TMIn), and arsine, AsH3, molecules arrive at the surface where they
decompose so that In and As atoms can build the InAs crystal lattice. The organization of atoms
according to the expected zinc blend crystal lattice and WL are not preserved in the image for
simplicity.

Growth regimes. The fundamental growth regimes limiting the GR can generally be divided
based on the temperature dependence of the GR into [183]:

1. thermodynamics, when the GR decreases with the increasing temperature. It is important
both for the bulk crystal and for the growing surface.
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Figure 2.1: MOVPE growth of InAs on InP – an artistic vision.

2. mass transport, when the GR rate is nearly independent of substrate temperature, as the
gas phase diffusion is a nearly temperature-independent process, or when it depends on the
total flow rate.

3. surface (reaction) kinetics, when the GR increases with increasing temperature, or when
it depends on the substrate orientation.

In the following part of this section, the fundamental processes involved in epitaxial growth will
be shortly discussed. Regrettably, the simple introduced models are insufficient to fully describe
or understand the growth. With every increase in the sophistication of the tools used to study
the process, new complexities are revealed. For this reason, the research community has long ago
virtually abandoned the hope of finding simple models to explain the growth process adequately.

Thermodynamics
The description of growth models starts with thermodynamics as it forms the frame for other
processes and the entire epitaxial growth. In all techniques, the latter can be seen as a highly
controlled phase transition. This formulation underlines the crucial role of thermodynamics for
the processes, as it ultimately establishes the driving force of the transition and the maximum
GR. Additionally, it allows for the determination of the alloy composition (mutual solubility of its
components) and the solid stoichiometry (ratio between cations and anions). The latter controls
the concentrations of native defects such as interstitials, vacancies, and antisite defects, and this,
in turn, determines the concentration of impurities (both intentional dopants and unintentional
contaminants).

Phase equilibrium condition A phase can be defined as a homogeneous region that is physically
distinguishable and distinct from other phases. During the growth, a particular focus is put on
the transition between the vapor and solid phases. The main goal of the thermodynamic consid-
erations is to investigate the relationship between compositions of various phases in a reactor at
equilibrium and constant temperature 𝑇 and pressure 𝑃 of the system. Here, equilibrium is defined
as the state where the Gibbs free energy per mole, 𝐺:

𝐺 =𝐻 −𝑇𝑆, (2.1)

is minimal, where 𝑆 is entropy and 𝐻 – enthalpy defined in terms of internal energy 𝐸, and volume
𝑉:

𝐻 =𝐸+𝑃𝑉. (2.2)
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For a two-phase (𝛼, 𝛽) system, the total free energy is 𝐺 ′ =𝐺 ′
𝛼+𝐺 ′

𝛽, where prime stands for the
total free energy as opposed to the free energy per mole 𝐺. Because in equilibrium 𝐺 ′ is minimal,
its partial derivative must be zero. Therefore, if d𝑛𝑖 is an infinitesimally small number of moles of
component 𝑖, then moving it between the two phases causes no change in 𝐺 ′:

⒧
𝜕𝐺 ′

𝜕𝑛𝑖 ⒭

𝛼

𝑇,𝑃,𝑛𝑗
−
⒧
𝜕𝐺 ′

𝜕𝑛𝑖 ⒭

𝛽

𝑇,𝑃,𝑛𝑗
= 0. (2.3)

This equation defines the chemical potential 𝜇:

𝜇𝑖 ≡⒧
𝜕𝐺 ′

𝜕𝑛𝑖 ⒭𝑇,𝑃,𝑛𝑗
, (2.4)

and the equilibrium condition can be expressed in terms of chemical potential as

𝜇𝛼
𝑖 =𝜇𝛽

𝑖 . (2.5)
The thermodynamic approach to theMOVPE process modeling investigates the conditions at which
this equation is fulfilled. It can be shown that for an ideal gas mixture,

𝜇𝑖 =𝜇0
𝑖 +𝑅𝑇 ln

⒧
𝑝𝑖
𝑝0
𝑖 ⒭

, (2.6)

where 𝑅 is the ideal gas constant, “0” is a superscript denoting the value for the standard state
(usually pure component 𝑖), and 𝑝𝑖 ≡ 𝑥𝑖𝑃 is the partial pressure with 𝑥𝑖 being the mole fraction.
For an ideal liquid or solid solution 𝑝𝑖/𝑝𝑖

0 can be replaced in Eq. (2.6) by 𝑥𝑖/𝑥𝑖
0. The standard

state is pure, 𝑥𝑖
0 = 1, and for a non-ideal solution, 𝑥𝑖 is replaced by the activity 𝑎𝑖 ≡ 𝑥𝑖𝛾𝑖, where

𝛾𝑖 is the non-ideality factor. Finally, we can write Eq. (2.6) for a non-ideal solution as

𝜇𝑖 =𝜇0
𝑖 +𝑅𝑇 ln𝑎𝑖 =𝜇0

𝑖 +𝑅𝑇 ln⒧𝑥𝑖𝛾𝑖⒭. (2.7)

Driving force for epitaxy The thermodynamic driving force of the growth is to restore the equi-
librium between phases 𝛼 and 𝛽, accordingly to Eq. (2.5). When the system is not at equilibrium,
this restoring force can be expressed using Eq. (2.7) as

Δ𝜇 = 𝜇𝛽−𝜇𝛼 =𝜇𝛽,0+𝑅𝑇 ln𝑎𝛽
𝑒 −𝜇𝛼,0−𝑅𝑇 ln𝑎𝛼

𝑒 =𝑅𝑇 ln
⒧
𝑎𝛼
𝑒 𝑎𝛽

𝑎𝛼𝑎𝛽
𝑒 ⒭

. (2.8)

The epitaxial growth can be seen as an intentional preparation of the system in non-equilibrium
conditions so that it would be forced to produce the solid desired.

Equilibrium at the solid-vapor interface In practice, the GRs are much slower than deter-
mined from thermodynamical considerations. Kinetics (surface reaction rates) and mass transport
through the gas phase are too slow to allow for arriving at equilibrium throughout the system at
all times.

Figure 2.2 schematically shows changes in the chemical potential Δ𝜇 during the epitaxial
growth, acting as its thermodynamic driving force. The general case shown in Figure 2.2a out-
lines that the drop in Δ𝜇 in each step of the sequence is required to keep all mass fluxes equal (for
the mass conservation). Δ𝜇𝐷 represents the drop in chemical potential during diffusion and Δ𝜇𝑆
– during surface reactions. To overcome the near-equilibrium conditions at the growing solid sur-
face, making the interface kinetics much more rapid than the diffusion kinetics is often beneficial.
When both processes should proceed at the same rate with Δ𝜇𝑆 ≪Δ𝜇𝐷 , the GR is determined by the
products diffusion rate, and so is called mass-transport-limited, or, equivalently, diffusion-limited
growth. The diffusion-limited growth conditions are often desired for the growth of high-quality
epitaxial layers, and the changes in Δ𝜇 are compared in Figure 2.2b with the general case. In this
case, the boundary layer is seen as the region over which the velocity components and temperature
change rapidly.
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Figure 2.2: Change in the chemical potential Δ𝜇 of the input gas phase as a function of the reaction
coordinate, a, the general case, b, for the mass-transport-limited, or, equivalently,
diffusion-limited growth (when surface kinetics is rapid). Δ𝜇𝐷 – drop in chemical
potential during diffusion, Δ𝜇𝑆 – during surface reactions.

Physical processes at the surface
Thermodynamics reviewed in the previous section describes what happens during growth. It drives
all processes outlined in Box 2. However, this approach to understanding MOVPE is certainly
insufficient without the knowledge of the rates of various processes and it is the kinetics that
handles this. It describes the processes that transform the molecules from the vapor phase into
the growing crystal which can be highly complex. The growth modeling includes the appearance
and evolution of atomic terraces, kinks, adatoms, islands, and advacancy clusters at the growing
semiconductor surface. They are schematically shown in Fig. 2.3

Terrace

Advacancy

Step

Adatom

Adatom
Kink

Step

edge
at

Adatom
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at

Figure 2.3: Scheme of the physical processes occurring on the crystal surface during epitaxial
growth.

Modeling of these processes is supported by data acquired experimentally, for example with
AFM, or by the advanced in-situ observations with employed techniques such as grazing incidence
X-ray scattering (GIXS)² or scanning tunneling microscope (STM), which both allow recording the
surface reconstruction. This is important as it has the first-order effect on all physical phenomena
occurring during the growth, including adatom adsorption and desorption, surface diffusion, and
incorporation of adatoms into the solid. Additionally, the STM was used to observe the pyrolysis
of precursors or even the motion of adatoms at elevated temperatures.

The most important atomic-level growth processes are:
• adsorption and desorption,
• adatom motion,
• step motion,
• surfactant effects³.
²Requires synchrotron-based X-ray source.
³The collection of impurities at the surface due to the low solubility of an element (of relatively low volatility) in the

growing lattice, resulting in its rejection.
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Kinetics
Kinetics is very useful in providing information on the time required to reach equilibrium, the
actual steps involved in minimizing the energy, or the rates of the consecutive processes occurring
during the transition from the vapor to the solid phase. It is not possible to resolve these issues with
thermodynamics, which is concerned with the changes in the system energy but does not inform
about how it is minimized. Therefore, it limits the growth process. Using thermodynamics, one
can learn more about the growth driving force, maximum GR, and the number and compositions
of the equilibrium phases (including ordered phases) in bulk or on the surface, but the rates of
phase transitions are covered by the kinetics.

Reaction coord.
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Figure 2.4: Scheme of a re-
action with in-
termediary acti-
vated complex.

Theory of absolute reaction rates The theory of absolute reac-
tion rates sufficiently describes the rates of chemical reactions 𝑘.
The assumption here is that the reaction proceeds with creating
an intermediary activated complex. As MOVPE is an exothermic
reaction, reactants lower their energy. However, the creation of
activated (excited) complexes requires additional energy. This is
shown schematically in Fig. 2.4, where 𝐸A and 𝐸A

∗ are activation
energies for forward and reverse reactions. Their reaction rate con-
stant 𝑘 can be expressed in the form of the Arrhenius equation,

𝑘 = 𝐴 exp⒧
−𝐸A
𝑅𝑇 ⒭, (2.9)

where 𝐴 is the pre-exponential factor. Figure 2.4 indicates that
𝐸A≠ 𝐸A

∗: they differ by the thermodynamic enthalpy difference
from initial to final states,

Δ𝐻 = 𝐸A−𝐸∗
A. (2.10)

Then, the equilibrium condition Eq. (2.5) can be re-defined, taking into account that at equilibrium,
the rates of the forward and reverse reactions are equal, so that

𝑛𝑖𝑘 = 𝑛𝑓𝑘∗, (2.11)

as the reaction rate is the product of concentration 𝑛𝑖, 𝑛𝑓 and rate constant 𝑘, 𝑘∗, for initial and
final states, respectively.

Different reactions possible Reactions considered here that occur during the MOVPE growth
can be divided with respect to the place where they occur into

• homogeneous, occurring entirely in the gas phase,
• heterogeneous, occurring at a solid surface,

and with respect to the number of species that take part in the reaction into
• uni-molecular, a process undergone by an energetically activated species without interac-

tion with other ones,
• bi-molecular, a process requiring the collision of two species, producing an activated com-

plex that may undergo a uni-molecular reaction.

Homogeneous reactions The most common type of homogeneous, uni-molecular reaction in-
volved in the pyrolysis of M(CH3)𝑛 precursors, where M stands for a metal atom, is homolysis,
producing methyl radicals. Other possible uni-molecular reactions are 𝛽-elimination-type, such as
a 𝛽-alkyl elimination reaction – for example, MR𝑛C4H9 = MR𝑛CH3 + C3H6, occurring typically
on the surface.

Bi-molecular reactions are also crucial for the MOVPE growth. For example, the amount of car-
bon unintentionally incorporated into the solid is determined mainly by the bi-molecular reactions
involving the CH3 radicals produced during homolysis of the M(CH3)3 precursors.
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Heterogeneous reactions They play a dominant role during growth and are initiated by the
adsorption of a molecule onto a surface. Hence, the rate of a uni-molecular heterogeneous reaction
is directly proportional to the concentration of a reacting species 𝑖, which in turn depends linearly
on its partial pressure 𝑝𝑖.

The reaction rates are higher for heterogeneous reactions due to the presence of a surface that
weakens the molecular bonds. Therefore, the pre-exponential factors 𝐴 and 𝐸A in Eq. (2.9) are
lower.

Scheme of the growth reactions The above considerations can be summarized by a diagram
illustrating subsequent reactions and processes involved in incorporating molecule A into the solid,
shown in Fig. 2.5 for only one source molecule, AR𝑛.

ARn at
interface

Vapor
diffusion

Pyrolysis n(RH)
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A*
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Surface
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processes
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D

Figure 2.5: Steps involved in the reaction of the organometallic molecule AR𝑛, resulting in the
incorporation of molecule A into the solid. The physical surface processes are, e. g.,
surface diffusion, attachment at steps and kinks, and incorporation into bulk. An
asterisk ’*’ marks the species adsorbed at the surface.

The reactions involved are homogeneous and heterogeneous, and the most important reaction
for both III and V groups is the pyrolysis of molecules. The fundamental pyrolysis reactions for
cation source molecules (of the type MR𝑛, where R = CH3) are

1. homolytic fission: M(CH3)𝑛 = M(CH3)𝑛−1 + CH3,

2. hydrogenolysis: H2 + M(CH3)𝑛 = CH4 + HM(CH3)𝑛−1,

3. radical reactions⁴, such as: CH3 + M(CH3)𝑛 = CH4 + CH2M(CH3)𝑛−1, and H + M(CH3)𝑛 =
CH4 + M(CH3)𝑛−1.

The predominant type of reaction in the case where R is ethyl, propyl, or butyl, is:

4. 𝛽-elimination: MR𝑛 = HMR𝑛−1 + alkene.

In reality, the situation and reactions involved are far more complex, and many essential py-
rolysis reactions are still poorly understood. Additionally, there is a lot of species present simulta-
neously in the reactor, and their mutual interaction is the source of the following complications:

• Cation and anion precursors can interact in the vapor phase, forming adduct compounds
prior to pyrolysis.

• Radicals produced by the pyrolysis of one precursor may attack molecules of another precur-
sor.

• The extrapolation of pyrolysis data for individual precursors to the actual growth reactions
when many cations are present simultaneously is non-trivial⁵.

⁴As bi-molecular, the radical reactions are more likely to be important for high input cation alkyl concentrations.
⁵For example, the cation alkyls can exchange ligands in the vapor phase. This introduces some novel precursor

molecules taking part in the growth.
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Apart from these effects that emerge from the multitude of reactants, there are also effects con-
nected with the departure from the ideal growth reactor and homogeneous environment:

• The actual geometry of the reactor and the flow conditions change the residence time of
precursors in hot regions of the reactor, affecting the pyrolysis. As a significant tempera-
ture gradient is inherently present in the reactors, determining rate constants correctly is
impossible.

• Change of the system pressure has two crucial consequences. Generally, it affects all the
reaction rates, and specifically for the homogeneous reactions, it changes the number of
available species in the vapor phase and hence influences the rates.

As a result, the assumption that the growth can be understood as a superposition of individual
pyrolysis reactions, which was an initial approach to the MOVPE growth, is no longer expected to
be relevant for the actual growth reactions.

As an example, the pyrolysis of TMIn proceeds by the homolytic fission:

In(CH3)3 → In(CH3)2+CH3
In(CH3)2 → In(CH3)+CH3

𝑛− In(CH3)→ [In(CH3)]n(s)
In(CH3)→ In+CH3

(2.12)

However, this reaction proceeds differently depending on the carrier gas, with existing reports for
toluene, H2, He2, and deuterium (D2).

2.2 Epitaxial growth of quantum dots
After establishing the fundamentals of the MOVPE growth in the previous section, the focus is
now changed to the physical phenomena governing the nucleation and growth of QDs in the self-
assembled mode. As the self-organized QDs are known to have superior optical properties and
allow fulfilling the QIP requirements for a source of the non-classical states of light, the progress
in the area of semiconductor-based QIP requires the understanding of the physics governing the
spontaneous formation of nanostructures. The discussion is general and based on the considera-
tions of energy and the thermodynamic force of the system [184, 185].

Thermodynamics and kinetics of quantum dot growth
The strain-driven formation of QDs, especially in the S-K growth mode, is at the center of atten-
tion in this section. As explained in the previous paragraphs, surface thermodynamics during the
growth plays a pivotal role in determining equilibrium conditions and hence QD size and shape in
the MOVPE growth. The growth of QDs can be modeled using various theoretical techniques, such
as first-principles calculations – density functional theory (DFT), molecular dynamics, or Monte
Carlo (MC), but also the continuum description.

The free energies and surface stress conditions of the surfaces and interfaces that are being
formed can be calculated in DFT approach using realistic atomic models. This is crucial due to
the surface reconstruction happening during growth. This combination of the DFT and detailed
thermodynamics of the surface atomic structure is known as ab initio thermodynamics. Here,
the potential-energy surfaces are considered for the relevant molecular processes with interfaces
including a WL, QD side facets, and a QD-cap. This allows for calculating the energy maxima that
define the preferred adsorption sites for atoms (both III and V groups) and the energy barriers
that determine rates of diffusion, desorption, and nucleation of islands.

However, a hybrid approach has been introduced to calculate the factors that govern the size
and shapes of QDs. On the one hand, the continuum elasticity theory considers the energy change
induced by the long-range strain fields. On the other hand, strain relaxation, for example, is
modeled in the finite-element method. The continuum theories can be applied as the structural
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and elastic properties of QDs are unaffected by quantum size effects. On the contrary, an average
QD is composed of 104-105 atoms, and the classical elasticity theory can be used to describe the
pseudomorphic growth of InAs QDs on lattice-mismatched substrates, basing on the elastic energy
both in the QD and in the substrate. The equilibrium QD shape has been determined using the
hybrid approach for, e. g., InAs islands on GaAs(001) [186, 187], and for InP/GaP(001) [188].

Equilibrium theory of heteroepitaxy
The assumption that the heteroepitaxial system evolves toward a surface equilibrium is fundamen-
tal for the equilibrium theory of heteroepitaxy. Experimentally, this assumption is obtained by
introducing the growth interruption or annealing to allow the system to approach equilibrium.⁶
Traditionally, three growth modes are distinguished using the equilibrium theory [189]:

• Frank-van der Merwe (F-M), or layer-by-layer,

• Volmer-Weber (V-W), or 3D island growth,

• Stranski-Krastanow, where a flat WL is formed first and 3D islands are formed when the WL
reaches a critical thickness, ℎ𝑐 [190].

The growth mode can be determined by considering changes in chemical potentials of the first
few deposited layers or can be defined by the interplay between the interface energy 𝛾12 and
surface energies for the substrate, 𝛾1, and for the epilayer material, 𝛾2 [185]. If 𝛾2+𝛾12 ≤ 𝛾1, the
reduction of the substrate’s surface is preferential, and the epilayer wets the substrate (F-M). The
transition to the V-W mode can be driven by the change in 𝛾2+𝛾12 and is realized if 𝛾2+𝛾12 > 𝛾1.
Finally, if the initial layer-by-layer growth results in the accumulation of strain energy 𝑊2𝐷 as the
layer gets thicker, the energy can be lowered by the formation of isolated islands that help in the
strain relaxation (S-K mode), which is described in the following section. The energy condition is
again 𝛾2+𝛾12< 𝛾1, as for F-Mmode. Still, additional conditions require preferential strain relations
between the epilayer and the substrate. The growth modes are summarized in Fig. 2.6a.

F-M V-W S-K

Modes of epitaxial growth
Strain relaxation

mechanisms

uniformly
strained film

coherently
strained
islands

dislocated
relaxed
islands

(a) (b)

Figure 2.6: a, Diagrams of the three growth modes for heteroepitaxial systems: Frank-van der
Merwe (F-M), Volmer-Weber (V-W), and Stranski-Krastanow (S-K). b, Elastic strain
relaxation during S-K growth, with lines symbolizing the lattice planes. Based on
Ref. [186].

The strain considerations are crucial for the description of the system, as all heteroepitaxial
processes induce the misfit strain at the interface between the substrate and epilayer, given by the

⁶This is possible provided that the evaporation of atoms and their intermixing/segregation is negligible.
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mismatch 𝜖0 between the lattice parameters for the substrate, 𝑎1, and the epilayer, 𝑎2:

𝜖0 =
𝑎2−𝑎1
𝑎1

. (2.13)

Stranski-Krastanow growth mode
The S-K growth mode can be considered the most popular for obtaining QDs in semiconductor sys-
tems of major interest, including Ge/Si, InAs/GaAs, and InAs/InP. When the amount of deposited
material is below 1ML (monolayer), the WL is formed as an array of 1ML-high 2D islands that
coalesce and wet the substrate. The associated strain energy increases rapidly as the WL height
increases. In short, if the amount of material exceeds the critical thickness ℎ𝑐, strongly dependent
on the lattice mismatch 𝜖0, the strain relaxation can preferentially occur via the formation of 3D
islands. This section describes this step in more detail.

The island formation can occur in either a coherent or dislocated fashion which is crucial for the
structural and optical quality of the island. In the dislocated islands, the strain is relieved by the
formation of interfacial misfit dislocations. It was initially believed that the islands indeed relax
the elastic strain solely in this manner (see Fig. 2.6b for the comparison of possible strain relax-
ation schemes), however, early experiments on InAs/GaAs [191] and Ge/Si(100) QDs [192] have
evidenced the formation of coherently-strained (dislocation-free) islands, of great importance for
the minimization of nonradiative recombination centers and hence maximization of the quantum
internal efficiency of QDs. This indicates the presence of an effective, coherent strain relaxation
mechanism in QDs, which can be explained based on the Asaro-Tiller-Grinfel’d (ATG) instability⁷
of a strained layer against a long-wavelength corrugation of the surface.

Elastic strain considerations
The central mechanism for the growth transition and QDs formation from the WL in the S-K mode
is the elastic strain relaxation. Understanding this process is crucial for effectively tuning the QD
properties.

First, the elastic strain energy 𝑊2𝐷 of a 2D layer of thickness ℎ and surface area 𝑆 can be
defined as [195]:

𝑊2𝐷 =
𝐸𝑌
1−𝜈𝜖

2
0𝑆ℎ, (2.14)

where 𝐸𝑌 is Young’s modulus and 𝜈 is the Poisson’s ratio of the deposited material. Notably, the
elastic energy scales linearly with ℎ. For small ℎ, the layer is pseudomorphic, i. e., it is uniformly
strained, and conforms to the substrate crystal lattice. It is therefore called a wetting layer. If the
transition to the 3D growth is not possible, the only way to relax the elastic energy 𝑊2𝐷 ∝ℎ is by
introducing misfit dislocations (see Fig. 2.6b) as the substrate lattice constant can be matched by
the growing layer only by plastic deformations.

However, suppose the deposited material can change its organization and form 3D islands. In
that case, the energy cost of new free lateral surfaces can be a way to minimize the accumulated
elastic energy and so the system’s total energy. Yet, creating the lateral facets and some work
against the wetting force in a 2D layer is necessary for the stress-driven nucleation of 3D islands.
Therefore, the emergence of islands has some analogy to the reaction with activation energy (cf.
Fig. 2.4), where the reaction or phase transition is possible only with additional energy to drive
the system from the metastable state.

As a result, it is expected that the S-K islands are not energetically favored until the 2D WL
thickness surpasses a certain quasi-equilibrium value, ℎ𝑒𝑞. Indeed, the island nucleation should
have a barrier character as the process includes a competition between an energetically beneficial
process of elastic stress relaxation and an energetically unfavorable faceting in the presence of a
wetting force. Each heteroepitaxial systemwith a sufficient lattice mismatch (typically, at 𝜖0 ≥2%)
theoretically tends to form islands which, as long as they are small enough, remain dislocation-free.

⁷The description of the ATG instability was derived originally for stress-corrosion cracking [193, 194].
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In other words, nucleation of QDs is possible when a particular level of metastability is acquired
by the WL by increasing its thickness so that ℎ > ℎ𝑒𝑞, and finally, at the critical thickness ℎ𝑐 > ℎ𝑒𝑞,
the accumulated stress is large enough to cause an abrupt 2D-3D transition, what reflects the
barrier character of the island formation.

Quantum dot formation energy
This subsection builds upon the elastic strain considerations and gives a more detailed treatment of
the energy conditions crucial for forming strained self-assembled 3D islands. Their total formation
energy can be separated into the energy cost of forming side facets and edges 𝐸surf, and the energy
gain from partial strain relief. To minimize the formation energy, defined in Eq. (2.15), it is
crucial to determine the shape of an island for a given amount of material (𝑁 atoms), assuming
the thermal equilibrium [196]:

𝐸(𝑁) =−Δ𝐸elast𝑁 +Δ𝐸surf𝑁2/3+Δ𝐸edges𝑁1/3−Δ𝐸edges
elast 𝑁1/3 ln𝑁1/3, (2.15)

where:

• −Δ𝐸elast𝑁 is the energy of the volume elastic relaxation due to the transition of the material
from a highly strained flat WL to a partially relaxed 3D strained island. This term is always
negative.

• Δ𝐸surf𝑁2/3 is the change of the total surface energy of the system due to the formation of
tilted facets of the island and the disappearance of the WL surface beneath the island. This
term can be either positive or negative. It is calculated applying DFT.

• Δ𝐸edges𝑁1/3 is the short-range contribution to the energy of the edges. This term is always
positive.

• −Δ𝐸edges
elast 𝑁1/3 ln𝑁1/3 is the energy of the elastic relaxation due to surface stress tensor dis-

continuity at the edges. This term is always negative.

As the sign of the total surface energy Δ𝐸surf can change during growth, the parameter 𝛼 de-
fined as 𝛼 =√𝑒Δ𝐸surf/Δ𝐸

edges
elast [196] is crucial for the determination of optimal island size, 𝑁3, by

minimization of the energy per atom, 𝐸(𝑁)/𝑁 . It can be shown [197] that as long as 𝛼 < 1, the
finite size of the islands 𝑁3

0 can be determined (i. e., 𝐸(𝑁)/𝑁 has a minimum at 𝑁0). However,
if 𝛼 > 1, the 𝐸(𝑁)/𝑁 function does not have a minimum, and the system is unstable: there is
a thermodynamic driving force toward Ostwald ripening – indefinite growth of islands, prone to
structural defects, resulting ultimately in the accumulation of material in a single and large island
in theory, and a few large islands in reality. The underlying mechanism is the elastic interaction
between islands mediated by the substrate, which becomes an essential contribution to 𝐸(𝑁)/𝑁
if the density of islands increases.

Super- and subcritical Stranski-Krastanow quantum dots
As explained in the previous subsection, the elastic stress accumulated in the WL is the driving
factor for the 2D-3D transition, and the thickness at which the layer enters into the metastable
region is ℎ𝑒𝑞. As a result, it is reasonable to suppose that the measure of WL metastability of
thickness ℎ is given by the superstress 𝜁 , an analog of supersaturation:

𝜁 = ℎ/ℎ𝑒𝑞−1. (2.16)

Formation of islands can happen only when 𝜁> 1. Figure 2.7 presents a more detailed scheme of
consecutive stages of the S-K nucleation, presenting the routes for the super- and subcritical QDs.
The creation of a 2D WL of equilibrium thickness ℎ𝑒𝑞 is the first stage. Continued layer growth
in the range ℎ𝑒𝑞 < ℎ < ℎ𝑐 creates metastability with 𝜁 > 1, which however cannot initiate island
nucleation under the deposition flux. Only reaching the critical thickness ℎ𝑐 can trigger the rapid
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Stranski-Krastanov QDs

h < 1 ML

h > heq

supercritical QDssubcritical QDs
+time

h = hc > heq

+material

h > hc
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Figure 2.7: Qualitative representation of the QD formation stages in the S-K mode. Initially de-
posited atoms form 1ML-high 2D islands that merge into the equilibrium WL. The
layer height ℎ increases until it reaches the equilibrium value ℎ𝑒𝑞, followed by the 2D
growth between ℎ𝑒𝑞 and ℎ𝑐 where the WL is metastable. The metastability provides
different routes for the QD nucleation. Left: After sufficient exposition time (growth
interruption), the layer can reorganize itself into the ensemble of low-density subcrit-
ical QDs by consuming the WL material. Right: Rapid nucleation stage occurs after
passing the ℎ𝑐 (supercritical QDs), followed by the regular growth of islands. Based
on Ref. [195].

nucleation of QDs in the supercritical case. The stress-driven diffusion from the WL to islands is
the primary kinetic channel influencing the island development rate.

However, in the subcritical regime, the deposition flux is not constant, and a growth interrup-
tion (GI) is introduced. Generally, nothing prevents the formation of QDs before reaching ℎ𝑐, as
the WL is metastable already after reaching ℎ𝑒𝑞. For example, in the III-V systems exposing the
surface to arsenic flux and waiting long enough can be sufficient for forming QDs. It is only the ini-
tial level of metastability that is insufficient for immediate nucleation. As the nucleation happens
before reaching ℎ𝑐, the QDs are called subcritical. Notably, the density of subcritical QDs is much
lower and growth rate much slower compared to supercritical QDs, which is a very appealing route
for growing QDs for SPS applications.

It is important to reiterate the difference between the equilibrium thickness ℎ𝑒𝑞 and the critical
thickness ℎ𝑐:

• As long as the deposited material thickness ℎ < ℎ𝑒𝑞, the surface and wetting energy dominate
over the elastic stress energy; hence the stress-driven nucleation is impossible.

• When ℎ𝑒𝑞< ℎ < ℎ𝑐, the elastic energy relaxation exceeds the surface energy, and the WL
becomes metastable. However, the island formation cannot be initiated immediately as
metastability is insufficient, requiring a specific exposure time to observe it. Subcritical
QDs can be obtained.

• The intense islanding can be initiated only for ℎ ≈ ℎ𝑐 (supercritical QDs), having a kinetic
origin.

Control of the strain-driven QD growth by external parameters
The crystallographic conditions of a given system determine the geometrical shape of islands, how-
ever, it can be influenced by the deposition conditions. It is assumed that in III-V material systems,
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there are five external growth parameters of major importance for controlling the QDs proper-
ties [195]:

• temperature 𝑇 ,
• flow rate 𝐹,
• thickness of deposited material 𝐻0,
• the ratio of fluxes (V/III ratio).
• GI conditions, mostly time (for subcritical QDs),

The V/III ratio changes the energy conditions on the surface, as well as the kinetics of growth.
Theoretical modeling of the QD nucleation summarized in Ref. [195] leads to the conclusion

that in the supercritical regime, temperature 𝑇 and flow rate 𝐹 crucially influence the island density
𝜌,

𝜌 ∝ 𝐹3/2𝑇5/2 exp
⒧

3𝐸𝐷
2𝑘𝐵𝑇⒭

, (2.17)

where 𝐸𝐷 is the characteristic activation energy for the stress-driven diffusion (the characteristic
diffusion temperature 𝑇𝐷 =𝐸𝐷/𝑘𝐵 is always much larger than 𝑇). This relationship holds if the is-
land shape remains temperature-independent during growth, which is not always true. Eq. (2.17)
shows the general tendency that 𝜌 increases with the flow rate 𝐹 and decreases with the tem-
perature in the supercritical deposition regime. This can be explained by observing that more
nucleation centers are created on the surface by an increased deposition rate (dependent on 𝐹)
at a given temperature, which increases the 𝜌. Secondly, at a given 𝐹 and deposition thickness,
the solid diffusion in the WL is faster at elevated temperatures so that QDs grow larger while 𝜌
must decrease as the thickness of deposited material fixes their total volume. Importantly, the
dependence given by Eq. (2.17) is much less dependent on the system thermodynamics and has
an essentially kinetic origin.

For the subcritical QDs, their nucleation takes more time compared to supercritical QDs, which
induces easier access to process control during the GI by altering the conditions. The density after
an infinite nucleation time can be expressed as

𝜌 ∝ exp
⒧
−
3
5

𝑇𝑒
𝑇(𝐻0/ℎ𝑒𝑞−1)2⒭

, (2.18)

where 𝑇𝑒 is a quasi-equilibrium temperature characterizing the energetics of a given heteroepitax-
ial system. The maximum lateral size of islands 𝑅𝑔 can be calculated as

𝑅𝑔 ∝ (𝐻0−ℎ𝑒𝑞)1/3𝜌1/3. (2.19)

Therefore, the density 𝜌 of subcritical QDs exponentially increases with deposition thickness 𝐻0
and the substrate temperature 𝑇 , as opposed to the supercritical QDs, while 𝑅𝑔 increases with the
deposition thickness 𝐻0. These dependencies are typical for the thermodynamically-controlled
nucleation process. Importantly, stopping the nucleation faster than after the characteristic QD
nucleation time (setting a shorter GI time) lowers the density 𝜌 and the mean size of QDs, as
compared to 𝑅𝑔. On the other hand, as the nucleation has a continuous character, the QD-to-QD
difference in growth duration is considerable: allowing the nucleation process to complete results
in a large size dispersion of the QD ensemble.

Droplet epitaxy
Although the coherent strain relaxation and small size distribution of S-K QDs together with the
simplicity and robustness of the growth have led to their large dominance (see discussion in Sec-
tion 1.2 and Refs. [2, 60, 198]), a few drawbacks of S-K growth must be mentioned here. The
most important include [107]:

• the QDs are typically elongated in InAs/GaAs and InAs/InP material systems,
• the QD geometry and surface density are difficult to be controlled separately,
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• the range of emission frequencies accessible with S-K QDs is limited due to only a few possible
combinations of material composition,

• island shapes have a limited range, which is mostly determined by the energetically favored
facets and QD size.

Additionally, the presence of the WL results in a more effective escape of carriers from QDs by
lowering their confining potential and acting against the emission at elevated temperatures⁸.

The first drawback, the in-plane elongation of QDs, severely limits their usability as entangled
photon pair sources. The elongation roots in an anisotropic surface diffusion of ad-atoms along
different crystallographic directions during growth. This in-plane asymmetry of QDs induces the
FSS of X states, a fundamental obstacle towards reaching polarization entanglement by employing
the XX-X cascade emission. Hence, to develop a QD-based source that generates polarization-
entangled photon pairs, the FSS must be minimized, either during growth [199], by the post-
growth tuning using external fields (magnetic [57], electric [200], or strain [201]), using the
optical Stark effect [202], or by shifting to another growth paradigm.

Therefore, already in 1991, an alternative growth mode was proposed [203] – droplet epitaxy,
which exploits the controlled crystallization of group-III metal nanodroplets into III-V QDs. The
growth procedure can be described as follows:

1. Deposition and assembly of metallic droplets. The deposition of group-III metal adatoms
leads to the spontaneous formation of nanometer-scale droplets, which follow the V-W growth
mode. The temperature and material coverage were identified as the tuning knobs to change
fairly independently the density of droplets and their size [76].

2. Crystallization of droplets into QDs. It results from annealing the group-III droplets in
group-V ambient. At this step, the QD shape and topology can be controlled [204].

The resulting QD growth is more controllable as it is not strain-driven. Importantly, it is com-
patible with the site-selective QD nucleation approach, as explored for example in P. HOLEWA et
al., Optical Properties of Site-Selectively Grown InAs/InP Quantum Dots with Predefined Positioning
by Block Copolymer Lithography, Materials, 14, 391 (2021)⁹, where the emphasis was placed
on the fabrication and investigation of a high-density uniform array of InAs/InP QDs, grown in
the openings etched in InP using a block-copolymer mask. The site-selective approach is partic-
ularly interesting as an alternative for the post-growth QD positioning approaches described in
Section 1.3.

Symmetrization of droplet epitaxy quantum dots
Different nucleation and growth mechanisms of S-K and DE QDs result in higher symmetry of
the latter, especially in the InAs/InP case [76], where almost unavoidable elongation of S-K QDs,
resulting in the formation of quantum dashes (QDashes), was an issue for a long time. For a
comprehensive review, see the introduction in P. HOLEWA et al., Inter-dash coupling within dense
ensembles of quantum dashes: comparison of InAs/(In,Al,Ga)As/InP and InAs/(In,Al)As/InP systems,
Physical Review Applied, 17, 5 (2022)¹⁰. Indeed, the demonstration of entangled photon pairs
emission for InAs/InP QDs at C-band was demonstrated for the first time for DE QDs [59].

The QD symmetry is, however, often inherited from the substrate. Employing high-Miller index
substrates, such as (111)A- [205] and (111)B-oriented GaAs [199], or InP(111)A with C3𝑣 sym-
metry [109, 206] is an impractical solution: although the (111) substrate orientation is appealing
for its high in-plane symmetry, the relaxation of a strained III-V semiconductor epilayer deposited
on the (111)-oriented substrate does not result in the formation of coherent 3D islands. Instead,
the relaxation immediately proceeds through the generation of misfit dislocations at the substrate-
QD interface [207] which is very problematic for the S-K growth. High-symmetry substrates are
also much more expensive than the standard (001) ones.

⁸See also the discussion in Section 2.3 for the comments on temperature-induced effects.
⁹This article is not included in this thesis.
¹⁰This article is not included in this thesis.

https://doi.org/10.3390/ma14020391
https://doi.org/10.1103/PhysRevApplied.17.054028
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Although the FSS of DE InAs/InP QDs is statistically lower than for S-K QDs [76], it is still at a
moderate level. Recent studies reported the average FSS of (60±38)µeV even for GaAs/AlGaAs
QDs [208]. That fact poses challenges for this QD epitaxy route, otherwise very promising as
resulting in ideal sources of entangled photon pairs, according to Ref. [209].

Annealing of droplet epitaxy QDs, or local droplet etching
A modification of the DE scheme has been proposed for the GaAs-based QDs, known as the local
droplet etching (LDE) [210, 211]. In this approach, the QD nucleation sites are prepared in the
form of openings in the substrate due to the surface etching by symmetric metallic droplets. In
the GaAs system, the substrate etching proceeds due to the instability of the Ga-rich interface
between the substrate and the Ga droplet, the so-called nanohole drilling mechanism [210]. The
fabricated nanoholes have high in-plane symmetry and are ready to be filled with the QD material.
The QDs fabricated in this way have the symmetry imposed by the nanohole and hence have very
low FSS values, including structures grown on industry-compatible (001) substrates [212, 213].
The recent applications of this scheme include the demonstration of the quantum communication
schemes based on the entangled photon pairs [53, 214].

The nanohole drilling mechanism explains well what happens in GaAs- or AlGaAs-based QD
systems but fails for the InP one. As recently shown by Sala et al. [111] and in P. HOLEWA et al.,
Droplet epitaxy symmetric InAs/InP quantum dots for quantum emission in the third telecom window:
morphology, optical and electronic properties, Nanophotonics, 11, 8 (2022)¹¹, the application of
conditions that are expected to result in the droplet etching in the InP system causes annealing of
QDs instead. Additionally, the local etching of asymmetric pits around the QDs is observed rather
than metallic droplet removal. However, as reported in P. HOLEWA et al., Droplet epitaxy symmetric
InAs/InP quantum dots for quantum emission in the third telecom window: morphology, optical and
electronic properties, Nanophotonics, 11, 8 (2022), the QDs annealing results in their significant
symmetrization while preserving the emission at the C-band and low surface density.

2.3 Physics of Coulomb-correlated excitations in quantum
dots

This section covers theoretical considerations of excitons confined in QD potential and explains
how this fact modifies the properties of the excitation. After short remarks regarding characteris-
tics of the QD spatial confinement, the description of charge carriers’ wavefunction properties is
given, illustrated by single particle calculation methods. As this thesis focuses on experimental
investigations, the continuum and atomistic pseudopotential methods are briefly introduced, and
their most important properties and results are outlined. After the information on the charge wave-
functions calculations is presented, the wavefunctions of an exciton and other Coulomb-correlated
excitations can be constructed. The relevant concepts are introduced, followed by a more subtle ef-
fect of the exchange interaction (EI). Finally, the interaction with light is covered by considerations
of the radiative recombination and the selection rules.

Spatial confinement
The precondition to the following considerations is the quantization of energy levels for a carrier
confined to the QD potential. It occurs when the QD size is comparable with de Broglie wavelength
of the carrier, 𝜆𝐵 = ℎ/2𝑚𝑒𝑘𝐵𝑇 , where 𝑚𝑒 is an effective mass of the confined particle. At low
temperatures, 𝜆𝐵 = 10-100nm, and the energy levels in a QD are quantized.

In a QD, an electron and a hole are confined to the same spatial area. Therefore, except
for spatial quantization, the Coulomb correlations between the charged particles become very
important. The strong electrostatic interaction correlates electrons and holes that form Coulomb-
correlated excitations, or excitonic complexes: exciton (Coulomb-correlated electron-hole pair),

¹¹This article is included in this thesis, p. 127.

https://doi.org/10.1515/nanoph-2021-0482
https://doi.org/10.1515/nanoph-2021-0482
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biexciton (two excitons), charged exciton, or trion (an exciton with a Coulomb-bound additional
carrier, either a hole or an electron). Alternative names for a charged exciton, or trion (CX) are
positively-charged exciton (X+) and negatively-charged exciton (X−), dependent on the sign of
an additional carrier. All excitonic complexes have well-defined energy levels, so their radiative
recombination can be observed as isolated and narrow emission lines in the optical spectrum.

(a) (b)
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Figure 2.8: a, Density of states for a QD, 𝜌0𝐷(𝐸) (lines), and for bulk material, 𝜌3𝐷(𝐸) (dashed
line). b, Scheme of the conduction and valence states for a model QD with marked
electron (𝑒1, 𝑒2, 𝑒3) and hole (ℎ1,ℎ2,ℎ3) energy levels.

The density of states function 𝜌(𝐸) is defined as the number 𝑁 of energy states per unit energy
𝐸,

𝜌(𝐸) =
d𝑁
d𝐸 . (2.20)

The schemes of the 𝜌(𝐸) function for a QD, 𝜌0𝐷(𝐸), and for a bulk structure, 𝜌3𝐷(𝐸), are shown
in Fig. 2.8a. For the bulk structure the 𝜌3𝐷(𝐸) is continuous,

𝜌3𝐷(𝐸) =
1

2𝜋2 ⒧
2𝑚𝑒
ℏ2 ⒭

3/2
√𝐸, (2.21)

where ℏ is the reduced Planck constant, so that 𝜌3𝐷(𝐸) ∝ √𝐸. The spatial quantization in a QD
leads to the discrete density of states, which can be described by a series of Dirac 𝛿 functions:

𝜌0𝐷(𝐸) =
𝑛

𝑖=1

𝛿(𝐸 −𝐸𝑖). (2.22)

The QD confining potential is presented schematically in Fig. 2.8b in the two-particle picture
(electrons and holes are treated separately). In this model picture, the QD potential can be seen as
a finite potential well both for electrons and holes. It is overly simplified as one-dimensional (1D)
(valid for an arbitrary direction) and as not including modifications to the potential, e. g., due to
the strain or piezoelectric effects.

The 0D confinement in semiconductor self-assembled QDs can be achieved, for example, by
methods described in Section 2.2, where the QD material has a lower energy gap than the sur-
rounding material. Structures obtained in the epitaxy are characterized by long-term stability.
The physical parameters controlling the electronic structure of QDs are established during growth:
QDs size, shape, strain, material composition and distribution, and built-in electric fields.

Although the confinement is created along all three perpendicular directions, commonly, the
height of a QD (dimension along the growth direction of a few nm) is much smaller than its in-plane
size, hence this direction plays the decisive role in the determination of the QD energy structure.
Therefore, the energy levels can be approximated by the following equation in analogy to the QW
with finite potential barriers, and with energy levels 𝐸𝑖 (see Fig. 2.8b):

𝐸𝑖 =
ℏ2𝜋2

2𝑚𝑒

𝑖2
𝐻2 , (2.23)

where 𝑖 iterates over the states, 𝑚𝑒 is the carrier effective mass, and 𝐻 is the QD size (height). As
𝐸𝑖 ∝ 𝐻−2, increasing the size of a QD lowers the energy structure and reduces the energy level
separation.
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Single particle calculations
To obtain the energetic structure of a QD, single-particle states (eigenfunctions 𝜓𝑖 and eigenen-
ergies 𝜖𝑖) are first computed in the absence of other confined particles. This section introduces
three methods for single-particle state calculations. These are the continuum models, effective
mass approximation (EMA) and the 𝑘⋅𝑝 approach, and the atomistic pseudopotential method.
The pseudopotential method also defines the relevant physical quantities used in the following
sections.

Effective mass and adiabatic approximations
The most straightforward approach to calculate the electronic structure of an epitaxial QD is the
EMA, developed by Luttinger and Kohn for the bulk semiconductors [215]. Applied together with
the adiabatic approximation, it was used to reproduce the lowest electron energies for a lens-
shaped QD [216, 217].

The effective mass of an electron𝑚𝑒 enters the effective Rydberg constant 𝑅∗ =𝑚𝑒𝑒4/2𝜀2ℏ2 and
the effective Bohr radius 𝑎∗

𝐵 = 𝜀ℏ2/𝑚𝑒𝑒2, both set to one, 𝑅∗ = 𝑎∗
𝐵 ≡ 1, with 𝜀 being the dielectric

constant. All effects related to strain, dielectric constants, or the discontinuity of 𝑚𝑒 are included
only using these parameters. Additionally, the potential 𝑉𝑒 is set to zero inside the QD and WL
regions, and to the difference in conduction band energies in the barrier. The considerable advan-
tage of the adiabatic approximation is the separation of the spatial variables and, consequently,
the possibility to analytically solve the Schrödinger equation.

In this method, the Schrödinger equation in cylindrical coordinates (𝑟, 𝜃) for electrons reads:

ℋ𝜓(𝑟,𝜃,𝑧) =

−

1
𝑟2 ⒧

𝑟
𝜕
𝜕𝑟 𝑟

𝜕
𝜕𝑟 +

𝜕2

𝜕𝜃2⒭
−

𝜕2

𝜕𝑧2 +𝑉𝑒(𝑟,𝑧)
𝜓(𝑟,𝜃,𝑧) = 𝐸𝜓(𝑟,𝜃,𝑧), (2.24)

where ℋ is the Hamiltonian, 𝑧 is the growth direction, and 𝑟 is the radial coordinate. The adia-
batic approximation allows separating 𝑟 and 𝑧 and writing the solutions to the Schrödinger equa-
tion in the form:

𝜓(𝑟,𝜃,𝑧) =
1

√2𝜋
exp⒧𝑖𝑚𝜃⒭𝑔𝑟(𝑧)𝑓𝑚(𝑟), (2.25)

where 𝑖2 =√−1, 𝑚 is the angular momentum channel, and 𝑔𝑟(𝑧) is a slowly varying function of
𝑟. The exact eigenenergies for the first three electron levels were shown to be well approximated
by the states of a 2D, infinite parabolic potential [216].

Pseudopotential
The EMA is not satisfactory for the quantitative calculations of the QD electronic structure, espe-
cially for the electron-hole Coulomb energy [218]. The pseudopotential approach was shown to
successfully account for the many-body effects (the electron-hole interaction) in QDs [218], and
then used to calculate the electronic structure for InAs/GaAs [219–222] and InAs/InP [223, 224]
QDs. In this subsection, an outline for calculating single-particle wavefunctions and energies is
presented. They neglect the strain and piezoelectric effects for the sake of simplicity, although
they have to be included in the calculations of the realistic strain-driven QDs [219].

Single-particle pseudopotential First, the single-particle pseudopotential Schrödinger equation
is set up at relaxed atomic positions, 𝐑𝑛,𝛼¹² [220]:

ℋ𝜓𝑖(𝐫,𝜎) = ⎡
⎣
−

ℏ2

2𝑚0
∇2+

𝑛,𝛼
𝐯𝛼(𝐫−𝐑𝑛,𝛼)⎤

⎦
𝜓𝑖(𝐫,𝜎) = 𝜖𝑖𝜓𝑖(𝐫,𝜎), (2.26)

where 𝑖 iterates over the particles, 𝑛 over the atoms, 𝛼 over the atom types, 𝑚0 is the mass of an
electron, 𝐫 is the position function, and 𝜎 is the single-particle spin. The potential of the system

¹²Vectors in 3D are written using the bold face.
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𝐕ps(𝐫) = ∑𝑛,𝛼 𝐯𝛼(𝐫 −𝐑𝑛,𝛼) is written as a superposition of screened atomic pseudopotentials, as
𝐯𝛼(𝐫 − 𝐑𝑛,𝛼) is the screened empirical atomic potential for 𝑛-th atom of type 𝛼 located at the
position 𝐑𝑛,𝛼. These potentials are derived by first-principle calculations (by obtaining the bulk
screened pseudopotential) and extracted from experiments by fitting to the data to obtain the
measured bulk transition energies, effective masses, and deformation potentials [224].

Eq. (2.26) can be solved by expanding 𝜓𝑖 in the basis of bulk states 𝜙𝑛𝑘 , 𝜙𝑛𝑘. These states
are bulk Bloch orbitals [220]:

𝜙𝑛𝑘(𝐫) = 𝑢𝑛,𝑘(𝐫)exp⒧𝑖𝐤𝐫⒭, (2.27)
where 𝑢𝑛,𝑘(𝐫) is the cell periodic part of the bulk Bloch wavefunction at the 𝑛-th band and the
𝑘-th 𝑘-point (usually considered are only 𝑘-points around the Γ point). Therefore, the 𝜓𝑖(𝐫) can
be written as a linear combination of orbitals 𝜙𝑛𝑘(𝐫):

𝜓𝑖(𝐫) =
𝑛,𝑘

𝑐(𝑖)𝑛,𝑘𝜙𝑛𝑘(𝐫). (2.28)

Eight-band 𝑘⋅𝑝 theory
The 𝑘⋅𝑝 theory has been useful since the very beginning of the semiconductor research as the
works of E. Kane helped to understand the semiconductor band structure for group IV (germa-
nium and silicon) [225] and III-V materials (e. g., InSb [226]). Then, the model was extended
by coupling between conduction and valence bands, and the 8-band 𝑘⋅𝑝 model was introduced in
1979 [227]. It was later extended to include the uniform strain using the Pikus-Bir deformation
potential approach [228].

As initially developed for bulk materials, the applicability of this continuum model to low-
dimensional structures was not evident at the beginning. The development of the new envelope-
function method by Burt [229] (elaborated for valence bands in [230]) has proven the applicability
of EMA to microstructures and, in consequence, opened the way for applications of the 𝑘⋅𝑝 model
for low-dimensional structures. The 8-band 𝑘⋅𝑝 was used to model the multi-QW quaternary
lasers [231], strained quantum wires [232], and finally pyramidal shaped InAs/GaAs QDs [233–
235].

The 𝑘⋅𝑝 model is widely used to calculate the QD band structure, considering various QD ge-
ometries and chemical compositions. This approach has been especially important for the research
reported in this thesis. This is because the 8-band 𝑘⋅𝑝 modeling allowed for a reliable explanation
of the optical properties of investigated QDs, providing information on the origin of 0D and 2D
confined states and excitonic complexes, giving an explanation of polarization properties of emit-
ted states (FSS, degree of linear polarization (DOLP)), radiative recombination times, etc.¹³ Also,
the 8-band 𝑘⋅𝑝 framework is implemented in the NEXTNANO software that was employed to model
the QDs and WL states¹⁴.

The general outline of the 𝑘⋅𝑝 calculations for exciton states in QDs is given in Box 3:

Box 3: 8-band 𝑘⋅𝑝 calculations steps

1. Set up the QD geometry and composition.
2. Calculate the strain distribution profile (using the continuum elastic model [235,

236]).
3. Calculate the piezoelectric potential (first and second order) [237, 238]
4. Perform the strain-dependent 8-band 𝑘⋅𝑝 calculations to obtain the single-particle

states.
5. Construct the excitonic states by configuration interaction (CI) and EI.
6. Calculate the optical properties.

¹³The calculations and their analysis have been performed by Michał Gawełczyk.
¹⁴Performed by the author of this thesis.
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The parameters needed for the calculations are typically obtained experimentally for bulk ma-
terials. This direct availability is one of the most appealing features of the 8-band 𝑘⋅𝑝 method,
providing transparency and relatively small computational expense.

NEXTNANO software The NEXTNANO software follows the steps outlined in Box 3 to solve the
Schrödinger equation for a given quantum confinement geometry (e. g., for QDs). The exception is
point 5., as the CI is not implemented in NEXTNANO, so only single-particle states can be calculated.
Therefore, NEXTNANO calculates strain in a semiconductor structure and determines single-particle
energy states and eigenfunctions.

The software uses the stress field continuity model to calculate the strain field. It solves the
Poisson equation to find the piezoelectric charge distribution, which is then considered for cal-
culating single-particle states. Although the calculation of optical properties is possible, it is not
useful for QDs when the CI is omitted. The details on the NEXTNANO can be found in Ref. [239],
and the description of how it was employed in the research reported in this thesis can be found in
Summary of the results.

Energy calculations for the excitonic complexes
The Coulomb interaction and purely quantum CI have critical importance for excitonic effects in
QDs. This section gives an overview of the methodology employed for the construction of the
excitonic states, covering both mentioned contributions.

Interparticle many-body interactions
In general, the direct (𝐷) and exchange (𝐶) Coulomb integrals for 𝑖-th and 𝑗-th electronic states,
𝐷𝑖,𝑗 and 𝐶 𝑖,𝑗, can be calculated using the microscopic pseudopotential wavefunctions (rather than
envelope functions or tight-binding orbitals) as [220, 223]:

𝐷𝑖,𝑗 =
|𝜓𝑖(𝐫1)|2|𝜓𝑗(𝐫2)|2

𝜀(𝐫1−𝐫2)|𝐫1−𝐫2|
d𝐫𝟏d𝐫𝟐 , (2.29)

𝐶𝑖,𝑗 =
𝜓∗

𝑖 (𝐫1)𝜓𝑖(𝐫2)𝜓∗
𝑗 (𝐫2)𝜓𝑗(𝐫1)

𝜀(𝐫1−𝐫2)|𝐫1−𝐫2|
d𝐫𝟏d𝐫𝟐 , (2.30)

where 𝜀 is the phenomenological, screened dielectric function [220]. The exchange integral 𝐶 𝑖,𝑗
includes both short- and long-range components.

The direct and exchange Coulomb integrals result in the Coulomb correlation energy 𝐸Coul and
EI energy 𝐸exch, respectively, for the electron 𝑒 and hole ℎ. They can be expressed as [218]:

𝐸Coul =
𝑒2
𝜀 

𝜎ℎ,𝜎𝑒


|𝜓ℎ(𝐫ℎ,𝜎ℎ)|2|𝜓𝑒(𝐫𝑒,𝜎𝑒)|2
|𝐫ℎ−𝐫𝑒|

d3𝐫𝐡d3𝐫𝐞 , (2.31)

𝐸exch = 𝑒2 
𝜎ℎ,𝜎𝑒

Re
𝜓∗

ℎ(𝐫ℎ,𝜎ℎ)𝜓∗
𝑒(𝐫𝑒,𝜎𝑒)𝜓ℎ(𝐫𝑒,𝜎𝑒)𝜓𝑒(𝐫ℎ,𝜎ℎ)

|𝐫ℎ−𝐫𝑒|
d3𝐫𝐡d3𝐫𝐞 , (2.32)

where 𝜓𝑒, 𝜓ℎ are the electron and hole single-particle wavefunctions of spin 𝜎.
So far, the energy of an excitonic complex is independent of the number of constituent carriers

as the calculations of a single-particle state do not include the information about other carriers
trapped in a QD. However, the direct Coulomb interaction between carriers lifts this degeneracy,
and the energies of X, XX, X+, and X− differ. The direct Coulomb interactions 𝐷 are schematically
shown for the complexes in Fig. 2.9. The most important is the attractive electron-hole interaction
𝐷𝑒,ℎ labeled by bold arrows. The other interactions (𝐷𝑒,𝑒, 𝐷ℎ,ℎ, and 𝐷𝑒,ℎ which includes the second
carrier in a CX state) can be considered as additional, and their relative strength is responsible for
ordering the energies of the complexes. It is translated onto different spectral positions of emitting
lines originating from the complexes. For example, X+ has higher energy than X if 𝐷ℎ,ℎ > |𝐷𝑒,ℎ|
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(an additional hole introduces both interactions). The same applies to X− and XX but for the latter,
always 𝐷ℎ,ℎ +𝐷𝑒,𝑒 > 2|𝐷𝑒,ℎ| what results in XX emission energy always being higher than X (an
antibinding XX state is formed, i. e., Δ(𝑋𝑋) is negative).

+

-

+

-

+ +

- -

+

- -

+
X X+ X- XX

Figure 2.9: Direct Coulomb interaction 𝐷 shown schematically for four excitonic complexes, ex-
citon (X), positively-charged exciton (X+), negatively-charged exciton (X−), and biex-
citon (XX). The bold arrow marks the electron-hole Coulomb interaction 𝐷𝑒,ℎ that is
a reference interaction for the determination of the binding or antibinding character
of X+, X−, and XX states, depending on the relation between 𝐷𝑒,ℎ, 𝐷ℎ,ℎ, and 𝐷𝑒,𝑒.

Hartree-Fock approach
Once the single-particle energies 𝜓𝑖(𝐫) and direct and exchange Coulomb integrals, 𝐷𝑖,𝑗 and 𝐶 𝑖,𝑗,
are calculated, the energy of a single exciton 𝐸exc

𝑎,𝑏 created by the promotion of an electron from
a hole state 𝑎 of energy 𝜖ℎ𝑎 to an electron state 𝑏 of energy 𝜖𝑒𝑏 can be calculated employing the
screened Hartree-Fock theory. For that, first, we consider the energy needed to load 𝑁 electrons
into a QD [220]:

𝐸𝑁 =
𝑖
𝜖𝑖𝑛𝑖+

𝑖<𝑗
⒧𝐷

𝑒,𝑒
𝑖,𝑗 −𝐶 𝑒,𝑒

𝑖,𝑗 ⒭𝑛𝑖𝑛𝑗, (2.33)

where 𝑛𝑖, 𝑛𝑗 are the occupation numbers (∑𝑖 𝑛𝑖 = 𝑁). Here, the polarization self-energies of the
electron states, originating in the difference between the dielectric constants 𝜀 inside and outside
of the QD, are neglected due to the similarity of 𝜀 values [220].

Then, taking into account the 𝐷 and 𝐶 integrals for electron-electron ⒧𝐷
𝑒,𝑒
𝑖,𝑗 ,𝐶

𝑒,𝑒
𝑖,𝑗 ⒭, hole-hole

⒧𝐷
ℎ,ℎ
𝑖,𝑗 ,𝐶

ℎ,ℎ
𝑖,𝑗 ⒭, and electron-hole ⒧𝐷

𝑒,ℎ
𝑖,𝑗 ,𝐶

𝑒,ℎ
𝑖,𝑗 ⒭ interactions, the total energy of a complex formed by

𝑁 electrons and 𝑀 holes is

𝐸𝑀𝑁 =
𝑖
−𝜖ℎ𝑖𝑚𝑖+

𝑖<𝑗
⒧𝐷

ℎ,ℎ
𝑖,𝑗 −𝐶ℎ,ℎ

𝑖,𝑗 ⒭𝑚𝑖𝑚𝑗+
𝑖
𝜖𝑒𝑖𝑛𝑖+

𝑖<𝑗
⒧𝐷

𝑒,𝑒
𝑖,𝑗 −𝐶 𝑒,𝑒

𝑖,𝑗 ⒭𝑛𝑖𝑛𝑗−
𝑖,𝑗

⒧𝐷
𝑒,ℎ
𝑖,𝑗 −𝐶 𝑒,ℎ

𝑖,𝑗 ⒭𝑛𝑖𝑚𝑗,

(2.34)
where again 𝑛𝑖, 𝑚𝑖 are the electron and hole occupation numbers, ∑𝑖 𝑛𝑖 = 𝑁 , ∑𝑖𝑚𝑖 = 𝑀 . If the
carriers are in the strong QD confinement regime, where exchange and correlation effects are
dominated by the kinetic energy effects, the 𝐸exc

𝑎,𝑏 can be calculated employing Eq. (2.34) as [220]

𝐸exc
𝑎,𝑏 =⒧𝜖𝑒𝑏 −𝜖ℎ𝑎⒭−𝐷𝑒,ℎ

𝑏,𝑎 +𝐶 𝑒,ℎ
𝑏,𝑎𝛿𝑆0, (2.35)

where 𝛿𝑆0 = 1 for triplet states and 0 for singlet states.

Configuration interaction
The calculation of exciton states so far includes the direct Coulomb interaction 𝐷 but only for
fixed single-particle states. This, however, is insufficient as the single-particle orbitals change
their shape and location due to Coulomb interaction. Therefore, the self-consistent calculations of
the single-particle states are performed by coupling the carriers’ positions in a QD.
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To gain access to the Coulomb correlations, the self-consistent calculations have to be per-
formed in the CI approach, where the exciton wavefunction Ψexc is calculated as a linear combi-
nation of the Slater determinants Φ, constructed from the single-particle wavefunctions 𝜓𝑖(𝐫𝑖,𝜎𝑖).
This allows for expanding an excitonic Hamiltonian ℋ into the Slater determinants basis. The
term configuration refers to the mathematical procedure of constructing a linear combination of
Φ, and interaction – to the mixing of different electronic states.

The CI was applied first in the single-band EMA approach [240], and later in the tight-binding
approximation [241]. The Hamiltonian matrix is expressed in the basis of Slater determinants
and diagonalized. The number of basis states can be greatly reduced by considering the determi-
nants corresponding to a single electron-hole excitation [241]. In this approach, the one-electron
conduction and valence states, 𝜓𝑐 and 𝜓𝑣, respectively, are used to construct the Slater deter-
minants Φ𝑣,𝑐 ≡ 𝜓𝑣 →𝜓𝑐 as a promotion of an electron from the occupied valence state 𝜓𝑣 to
an unoccupied conduction state 𝜓𝑐 from the ground state determinant Φ0 [223]:

Φ0(𝐫1,𝜎1,⋯,𝐫𝑁 ,𝜎𝑁) =𝒜 𝜓1(𝐫1,𝜎1)⋯𝜓𝑣(𝐫𝑣,𝜎𝑣)⋯𝜓𝑁(𝐫𝑁 ,𝜎𝑁) , (2.36)

Φ𝑣,𝑐(𝐫1,𝜎1,⋯,𝐫𝑁 ,𝜎𝑁) =𝒜 𝜓1(𝐫1,𝜎1)⋯𝜓𝑐(𝐫𝑣,𝜎𝑣)⋯𝜓𝑁(𝐫𝑁 ,𝜎𝑁) , (2.37)
where 𝑁 is the total number of electrons in the system, 𝜎 is the spin variable, and 𝒜 is the an-
tisymmetrizing operator. Then, the exciton wavefunctions Ψexc

(𝛽), with 𝛽 denoting the exciton
quantum numbers, are

Ψ(𝛽)
exc =

𝑁𝑣


𝑣=1

𝑁𝑐


𝑐=1

𝑎(𝛽)
𝑣,𝑐 Φ𝑣,𝑐, (2.38)

where 𝑎(𝛽)
𝑣,𝑐 are the variational parameters. The Hamiltonian can be expressed in the Slater deter-

minants basis {Φ𝑣,𝑐} and the matrix elements ℋ𝑣𝑐,𝑣′𝑐′ of the many-particle Hamiltonian ℋ are:

ℋ𝑣𝑐,𝑣′𝑐′ ≡Φ𝑣,𝑐ℋΦ𝑣′,𝑐′= ⒧𝜖𝑐−𝜖𝑣⒭𝛿𝑣,𝑣′𝛿𝑐,𝑐′ −𝐷𝑣𝑐,𝑣′𝑐′ +𝐶𝑣𝑐,𝑣′𝑐′ . (2.39)

Then, the excitonic states are obtained by solving the secular equation:
𝑁𝑣


𝑣′=1

𝑁𝑐


𝑐′=1

ℋ𝑣𝑐,𝑣′𝑐′𝑐
(𝛽)
𝑣′,𝑐′ =𝐸(𝛽)𝑎(𝛽)

𝑣,𝑐 , (2.40)

and the transition matrix elements 𝑀 (𝛽) can be calculated as:

𝑀 (𝛽) =
𝑣𝑐

𝑎(𝛽)
𝑣,𝑐 𝜓𝑣𝐫 𝜓𝑐 =

𝑣𝑐
𝑎(𝛽)
𝑣,𝑐 𝜓∗

𝑣(𝐫) 𝐫 𝜓𝑐(𝐫)d3𝐫 . (2.41)

The CI step can be seen as the energy minimization for the excitonic complex energy so that
the energy decrease of 𝛿Φ can be associated with this procedure. The exciton energy is maximized
by the large separation of electron and hole wavefunctions and by their dissimilarity.

Importantly, binding XX states become allowed after performing the CI (Δ(𝑋𝑋) can be positive).
Therefore, the remark given at p. 34 regarding the formation of the antibinding XX state as the
only option is no longer true once the CI is taken into account. The correlation energy 𝛿Φ can be
very different for electrons and holes, possibly resulting in a complete re-ordering of the excitonic
complexes’ energy, even though the present discussion is limited to the ground states of the four
simplest complexes.

Summary of excitonic energies
At this point of the discussion, it is possible to determine the energies for the excitonic complexes
(𝐸𝑋 , 𝐸𝑋− , 𝐸𝑋+ , 𝐸XX), the optical transition energies (ℏ𝜔𝑋 , ℏ𝜔𝑋− , ℏ𝜔𝑋+ , ℏ𝜔XX), and binding ener-
gies ⒧Δ(𝑋), Δ(𝑋−), Δ(𝑋+), Δ(𝑋𝑋)⒭. Table 2.2 summarizes their construction and presents their
explicit forms. The rules for the construction of energies are as follows:
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Name Complex Optical transition Binding

X 𝐸𝑋 = ⒧𝜖𝑒−𝜖ℎ⒭+𝐷𝑒,ℎ+𝛿Φ(𝑋) ℏ𝜔𝑋 = 𝐸𝑋 Δ(𝑋) = 𝜖𝑒−𝜖ℎ−ℏ𝜔𝑋
X− 𝐸𝑋− = 𝐸𝑋 +𝜖𝑒+𝐷𝑒,ℎ+𝐷𝑒,𝑒 ℏ𝜔𝑋− = 𝐸𝑋− −𝜖𝑒 Δ(𝑋−) = ℏ𝜔𝑋− −ℏ𝜔𝑋
X+ 𝐸𝑋+ = 𝐸𝑋 +𝜖ℎ+𝐷𝑒,ℎ+𝐷ℎ,ℎ ℏ𝜔𝑋+ = 𝐸𝑋+ −𝜖ℎ Δ(𝑋+) = ℏ𝜔𝑋+ −ℏ𝜔𝑋
XX 𝐸XX = 2𝐸𝑋 +2𝐷𝑒,ℎ+𝐷𝑒,𝑒+𝐷ℎ,ℎ ℏ𝜔XX = 𝐸XX−𝐸𝑋 Δ(𝑋𝑋) = ℏ𝜔XX−ℏ𝜔𝑋

Table 2.2: Excitonic energies: energy of the complex, energy of the optical transition, binding
energy.

• The exciton energy 𝐸𝑋 is constructed as a sum of single-particle ground electron and hole
state energies 𝜖𝑒 and 𝜖ℎ, the direct Coulomb interaction 𝐷𝑒,ℎ, as well as the decrease in
energy by 𝛿Φ(𝑋) due to the CI approach. The energies of three- and four-particle complexes
are constructed as a sum of 𝐸𝑋 , single-particle energies ⒧𝜖𝑒,𝜖ℎ⒭, and 𝐷 terms.

• Energy of an optical transition is the difference between an initial state (energy of a given
excitonic complex) and a final state (empty QD for X, single-particle states for X− and X+,
exciton for XX).

• Binding energy of an exciton Δ(𝑋) is the energy required for its dissociation and can be
expressed as a difference between the single-particle states and the X emission energy. It is
not trivial to access it experimentally as it requires the measurement of the 𝜖𝑒 and 𝜖ℎ ener-
gies. For other complexes, the binding energy is the amount of energy needed to correlate
additional carrier(s) to an exciton state. Hence, it can be expressed as a difference between
the optical transition energy for the given complex and the exciton transition energy, ℏ𝜔𝑋 .

Binding energies are considerably larger in QDs than in structures of higher dimensionality due
to better electron and hole wavefunction overlap. Therefore, the QD geometry and the shape of
confining potential are the most important to determine the binding energies, which are typically
in a few meV range for III-V QDs.

Exchange interaction
So far, the carrier spin state was included in the equations but largely omitted in the discussion.
However, each of the optical transitions is, in fact, formed by a multiplet of spin states, resulting
from all allowed spin configurations. For neutral excitons, the spin degeneracy of the multiplet is
lifted by the EI and the Zeeman interaction with the magnetic field. The latter will not be discussed
here as the magnetic field was not used in the research presented in this thesis. However, magneto-
photoluminescence is an important tool to investigate the interaction between the magnetic field
and the exciton wavefunction and to determine, i. a., the electron and hole 𝑔 factors. The following
discussion focuses on the electron-hole EI and how it imprints the exciton state, especially, the
introduction of the neutral exciton FSS.

Before delving into the discussion, it should be noted that if the heavy-hole–light-hole states
(HH-LH) splitting is large (as it is in III-V materials), the exciton wavefunction has a predominant
contribution from the heavy hole states with spin 𝐽ℎ = 3/2, and spin projection 𝐽ℎ,𝑧 = ±3/2. In
contrast, the contribution from the light holes with 𝐽ℎ = 1/2 can be neglected. This is true both in
QWs and QDs: symmetry breaking and strain introduce the HH-LH splitting of at least several tens
of meV, what is much more than the EI. The spin of an electron is 𝑆𝑒 = 1/2 and spin projection 𝑆𝑒,𝑧
=±1/2. The projection of the angular momentum of the exciton is 𝑀 = 𝐽ℎ,𝑧 + 𝑆𝑒,𝑧 so that four X
states can be formed, characterized by |𝑀| = 1 or |𝑀| = 2. As the total angular momentum of
a photon is 1, excitons with |𝑀| = 1 can couple to the light field and thus recombine radiatively,
hence are called bright excitons. For excitons with |𝑀| = 2, the exciton-light field coupling is
forbidden. Such excitons are therefore dark.
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The EI has two parts, short- and long-range. The first splits the dark and bright excitons (for
all QD geometries), while the latter contributes to this splitting but, importantly, introduces the
splitting of bright states in in-plane asymmetric QDs. In real space, the differentiation between
these parts is based on the probability of finding both carriers either in the same Wigner-Seitz unit
cell (short-range) or in different cells (long-range). At zero magnetic field, the EI couples spins of
an electron and a hole. Its magnitude is proportional to the 𝐶 𝑒,ℎ integral, defined in Eq. (2.30).

Exchange interaction Hamiltonian and energy splitting
The fine structure of excitons due to the EI is present already in bulk. However, its magnitude is
sensitive to the electron-hole overlap so it is increased in QWs. The theory of the EI has been
established for AlGaAs/GaAs heterostructures (QWs) [242–245], and afterwards extended to
QDs [246, 247] with the first observation reported for the AlGaAs/GaAs QW interface fluctua-
tions in Ref. [248].

If the HH-LH splitting is large, QW excitons in their ground states have the predominant contri-
bution from the heavy hole states, so the spin of a hole is 𝐽ℎ = 3/2 and the spin of an electron is 𝑆𝑒
= 1/2. The Hamiltonian for such an exciton can be deduced from the group theory considerations
which describe the electron-hole spin-spin coupling in the absence of magnetic field (𝐁 = 0), and
can be written as [243, 247]:

ℋ𝑒𝑥 =− 
𝑖=𝑥,𝑦,𝑧

(𝑎𝑖𝐽ℎ,𝑖𝑆𝑒,𝑖+𝑏𝑖𝐽3
ℎ,𝑖𝑆𝑒,𝑖), (2.42)

where ℋ𝑒𝑥 is the exchange Hamiltonian, 𝑎𝑖, 𝑏𝑖 are the spin-spin coupling constants, and 𝐽ℎ,𝑖, 𝑆𝑒,𝑖
are spin projections on the 𝑖-th axis.¹⁵

Using the eigenstates of the projection of the exciton angular momentum𝑀 , |+1⟩, |−1⟩, |+2⟩,
|−2⟩ as the basis, the matrix representation of the exchange Hamiltonian ℋ𝑒𝑥 can be written as

ℋ𝑒𝑥 =
1
2
⎛⎜⎜
⎝

+𝛿0 +𝛿1 0 0
+𝛿1 +𝛿0 0 0
0 0 −𝛿0 +𝛿2
0 0 +𝛿2 −𝛿0

⎞⎟⎟
⎠
, (2.44)

where 𝛿0 = 3/2×(𝑎𝑧+9/4×𝑏𝑧), 𝛿1 = 3/4×(𝑏𝑥−𝑏𝑦), and 𝛿2 = 3/4×(𝑏𝑥+𝑏𝑦). As the matrix has
a block diagonal form, the bright states |±1⟩ do not mix with dark ones |±2⟩, and the bright-dark
splitting is electron-hole exchange energy 𝛿0. Conversely, the 𝛿1, 𝛿2 off-diagonal terms in the bright
and dark sub-blocks result in the hybridization of the bright and dark states, respectively. For the
latter, mixing of 𝑀 = |±2⟩ states is inevitable, and the dark states splitting is 𝛿2. Eigenstates are
symmetric and antisymmetric linear combinations of |±2⟩ states, 𝑋𝐷 ,𝑌𝐷 = ⒧|+2⟩±|−2⟩⒭/√2.

However, as 𝛿1∝ (𝑏𝑥−𝑏𝑦), if a potential is characterized by the rotational 𝐷2𝑑 symmetry, bright
states are degenerate (𝛿1 = 0) and |±1⟩ are eigenstates of the exchange Hamiltonian, Eq. (2.44).
This is no longer true if 𝑏𝑥 ≠ 𝑏𝑦 as in structures of lower symmetry (<𝐷2𝑑 , for example 𝐶2𝑣) what
leads to the mixing of 𝑀 =|+1⟩ and |−1⟩ states which are now split by the bright states splitting,
or the FSS energy, 𝛿1. In this case, the eigenstates are 𝑋𝐵 ,𝑌𝐵 = ⒧|+1⟩±|−1⟩⒭/√2. The relation
between the splittings is 𝛿1 < 𝛿2 ≪ 𝛿0, where the dominance of the 𝛿0 term stems from the fact
that it is proportional to the term in Eq. (2.42) which is linear in 𝐽ℎ,𝑖, while 𝛿1, 𝛿2 come from
the second term in Eq. (2.42), which is proportional to 𝐽3

ℎ,𝑖. The polarization of emitted photons
changes from circularly-polarized 𝜎± for excitons in the angular momentum eigenstates𝑀 =|±1⟩
to linearly-polarized 𝜋x,y for hybridized 𝑋𝐵 and 𝑌𝐵 states.

¹⁵The interaction with an external magnetic field 𝐁 introduces an additional Zeeman term [243–245],

ℋZeeman(𝐵) =−𝜇𝐵 
𝑖
⒧𝑔𝑒,𝑖𝑆𝑒,𝑖−2𝜅𝑖𝐽ℎ,𝑖−2𝑞𝑖𝐽3ℎ,𝑖⒭𝐵𝑖, (2.43)

where 𝜇𝐵 – Bohr magneton, 𝑔𝑒,𝑖 – electron 𝑔 factor, and 𝜅𝑖, 𝑞𝑖 are Luttinger-Kohn valence band parameters which can be
used to extract the effective hole 𝑔 factor, 𝑔ℎ,𝑧 [246].
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The (001)-grown QWs have the 𝐷2𝑑 symmetry (in-plane rotational invariance), and the same
results apply to the QDs with in-plane symmetric potential. Realistic self-assembled QDs are typi-
cally at least slightly elongated and hence are characterized by 𝐶2𝑣 symmetry.

The discussion on the influence of Coulomb interactions on the energy of excitonic complexes
and the EI anisotropy on the fine structure of the exciton state can be summarized in a scheme
shown in Fig. 2.10. It is valid for III-V group semiconductor QDs (e. g., InAs, GaAs, InP).
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Figure 2.10: a, The evolution of energy for four basic QD excitonic complexes with a next level of
detail consecutively being added (left to right). First, the Coulomb interaction lifts
the degeneracy of the single-particle level. Second, the CI energy 𝛿Φ can change the
energetic ordering of states. See the text for details. b, The inclusion of the EI for the
neutral exciton energy lifts the spin degeneracy; already in a rotationally-invariant
QD potential with an isotropic EI, the dark and bright exciton states are split by 𝛿0,
and dark states are hybridized and split by 𝛿2. In a QD with an asymmetric con-
fining potential, the electron-hole EI is anisotropic, and an additional bright exciton
splitting 𝛿1 occurs so that the bright states become hybridized as well. Δ(𝑋𝑋) – biex-
citon binding energy, 𝛿0 – bright-dark states splitting, 𝛿1 – bright states splitting, 𝛿2
– dark states splitting, 𝜎± – circularly-, 𝜋x,y – linearly-polarized photons, shown with
wavy arrows.

Charged excitons Importantly, this discussion is valid only for neutral excitons, X. For charged
excitons, CX, an additional carrier in the system changes the total spin of the system from an
integer to a half-integer. For a negative trion, X−, the ground state consists of two electrons with
antiparallel spins and one hole, all in the lowest-energy shells. The situation is reversed for a
positive trion, X+, and two holes occupy the lowest-energy state with antiparallel spins. Since the
total spin of a pair of electrons (or holes) is now zero, there is effectively no electron-hole EI that
could be asymmetric, as the exchange Hamiltonian, Eq. (2.42), is equal to zero. As a result, there
is no lifting of spin degeneracy for CX states.

Alternatively, Kramer’s theorem can be used to explain spin degeneracy for CX. The theorem
states that for every energy eigenstate of a time-reversal symmetric system with half-integer total
spin, every energy level is at least double-degenerate. In this case, it implies that the eigenstates
of the CX are doublets degenerate without a magnetic field, regardless of the QD symmetry.

This leads to the conclusion that CX has no bright-dark states splitting and no FSS.

Microphotoluminescence spectra Regarding the polarization dependence of the microphotolu-
minescence (μPL) spectrum of a single QD, in the general case of asymmetric confining potential,
the X states are energetically split and, to a first approximation, linearly polarized (H and V polar-
izations).
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The XX state is not split, as there is only one possible carrier spin configuration due to the
Pauli exclusion principle. However, due to the two possible final states of the XX transition (H-
or V-polarized X), the XX is also linearly polarized. In contrast, the CX state is degenerate, and
its emission is circularly polarized. All these conclusions allow for the identification of the QD
emission lines based on the polarization-resolved series of μPL spectra.

Radiative recombination
The transition rate Γ𝑖→𝑓 between an initial state |𝑖⟩ and a final state |𝑓 can be defined by Fermi’s
Golden Rule that takes into account the transition matrix element𝑀 𝑖𝑓 and photon density of states
𝑔(𝜔):

Γ𝑖→𝑓 =
2𝜋
ℏ2 |𝑀𝑖𝑓|2𝑔(𝜔), (2.45)

where 𝑔(𝜔) is defined in analogy to 𝜌(𝐸) in Eq. (2.20) as a number of states per unit energy.
The following discussion adopts a semi-classical approach that treats the atoms quantum-

mechanically while the light field is treated classically, as the electromagnetic wave with electric
field amplitude 𝑬0. In this approach, different types of light-matter interaction are possible (dipole,
quadrupole, octupole) for both the electric and magnetic fields, however, the dipole interaction for
electric field is stronger by several orders of magnitude compared with other multipolarities, and
with the magnetic field, therefore the dipole approximation is used in the following discussion.

Within this frame, the light-matter interaction can be seen as a perturbation of the electric
dipole 𝐝 =−𝑒𝐫 caused by field 𝑬0:

ℋdipole =−𝐝⋅𝑬0 = 𝑒𝐫 ⋅𝑬0. (2.46)

The form of 𝐝 is based on the assumption that holes are too heavy to respond to 𝑬0 at optical
frequencies. The scalar product 𝐫⋅𝑬0 results in the construction of the transition matrix element
as:

𝑀𝑖𝑓 ≡ 𝑓|ℋdipole|𝑖 =−𝝁𝑖𝑓 ⋅ 𝑬0, (2.47)
where 𝝁 is the transition dipole moment,

𝝁𝑖𝑓 =−𝑒
⒧


𝑗=𝑥,𝑦,𝑧

𝑓|𝑗|𝑖 ̂𝚥
⒭
, (2.48)

and ̂𝚥 is an axis versor. For linearly polarized light (e. g., along 𝑥 axis) this formula simplifies to:

𝜇𝑖𝑓,𝑥 =−𝑒𝑓|𝑥|𝑖 . (2.49)

The dipole moment 𝝁 is a key parameter of the transition, as it defines its oscillator strength 𝑓𝑖𝑓:

𝑓𝑖𝑓 =
2𝑚𝜔𝑓𝑖
3ℏ |𝑓|𝐫|𝑖|2 ≡

2𝑚𝜔𝑓𝑖
3ℏ𝑒2 |𝝁𝑖𝑓|2. (2.50)

Selection rules
The oscillator strength 𝑓, defined in Eq. (2.50) and transition matrix element 𝑀 , Eq. (2.47), show
that the transition dipole moment 𝜇𝑖𝑓,𝑥 =−𝑒𝑓|𝑥|𝑖 decides about the transition rate Γ𝑖→𝑓 for any
given pair of initial and final states |𝑖⟩ and |𝑓. If the transition rate is zero, the transition is
forbidden (does not couple to light so no radiative recombination can occur). Therefore, the set of
rules, known as the selection rules, define the quantum numbers of states |𝑖⟩ and |𝑓 so that a
transition between them is optically allowed. The transitions allowed in the dipole approximation
have high probabilities and hence short radiative lifetimes, typically in the range of 1-100ns.

For the discussion of selection rules applicable to excitonic complexes in QDs, it is convenient
to express the wavefunctions of an electron in the conduction band (𝑐) or a hole in the valence
band (𝑣) as

𝜓𝑐/𝑣= 𝐹𝑐/𝑣𝑢𝑐/𝑣𝜎𝑐/𝑣, (2.51)
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where 𝐹𝑐/𝑣 is the envelope function, 𝑢𝑐/𝑣 is the Bloch function at Γ point of the Brillouin zone
[in analogy to Eq. (2.27)], and the 𝜎𝑐/𝑣 term describes the spin 𝜎 state of the carrier. The
envelope function can be found in analogy to Eq. (2.26) by solving the effective-mass Schrödinger
equation:

−
ℏ2

2𝑚0
∇ ⋅

⒧
1

𝑚𝑒(𝐫)
∇𝐹𝑐/𝑣(𝐫)⒭

+𝑉𝑐/𝑣(𝐫)𝐹𝑐/𝑣(𝐫) = ⒧𝜖−𝐸𝑐/𝑣⒭𝐹𝑐/𝑣(𝐫), (2.52)

where 𝑚𝑒(𝐫) is the effective mass function, 𝑉𝑐/𝑣(𝐫) is the confining potential function, 𝜖 is the
electron eigenenergy and 𝐸𝑐/𝑣 is the band-edge energy. The form of the wavefunctions given by
Eq. (2.51) shows that it can be divided into orbital, 𝐹𝑐/𝑣𝑢𝑐/𝑣 and spin, 𝜎𝑐/𝑣, parts, so that it
depends both on the position 𝐫 and spin 𝜎. Additionally, the hole wavefunctions can be introduced
to construct the equivalent picture of the electron-hole recombination by transforming the electron
state 𝜓𝑣 into hole state 𝜓𝑣.

Expanding the transition matrix element 𝑀 𝑖𝑓 given in Eq. (2.47) by the wavefunction form
given in Eq. (2.51), and using 𝜓𝑐, 𝜓𝑣 as initial and final states |𝑖⟩, |𝑓, respectively, the matrix
element 𝑀𝑐,𝑣 can be written as

𝑀𝑐,𝑣 = 𝐹𝑣𝐹𝑐 𝑢𝑣𝐝 ⋅𝑬0𝑢𝑐𝜎𝑣𝜎𝑐 . (2.53)

The essential conclusions concerning maximizing the transition matrix element 𝑀𝑐,𝑣 can be
made based on its form given in Eq. (2.53). They are outlined in Box 4.

Box 4: Selection rules for optical transitions in QDs

1. The same parity of the envelope functions 𝐹𝑐/𝑣.

2. Different parity of the Bloch functions 𝑢𝑐/𝑣, as 𝐫 is an odd-parity function, and 𝐝
=−𝑒𝐫.

3. The spin state 𝜎 of the electron is preserved, as a photon does not interact with
electron spins,

4. 𝑬0 ∥ 𝐝, as𝑀𝑐,𝑣 depends on the 𝑬0 polarization via the scalar product 𝐝⋅𝑬0. Therefore,
the 𝑀𝑐,𝑣 is maximized for the parallel orientation of both vectors.

The additional condition can be added based on the conservation of total angular momen-
tum in the dipole-photon system,

5. The angular momentum 𝑀 changes by ±1.

In III-V semiconductors, rule 2 is usually automatically fulfilled for the interband transitions,
as the valence band is composed of the 𝑝-type orbitals (of odd symmetry), while the conduction
band – of the 𝑠-type (even symmetry) ones so that the electron-hole recombination changes the
parity of the electron 𝑢𝑐/𝑣 function from 𝑠-like to 𝑝-like.

Recombination time
The recombination time 𝜏𝑖→𝑓 is inversely proportional to the transition rate Γ𝑖→𝑓 and equal to [249]:

Γi→f ≡
1

𝜏𝑖→𝑓
=

4
3

𝑒2

ℏ2𝑚2
0𝑐3

𝑛𝜔𝑖→𝑓 
𝑗=𝑥,𝑦,𝑧

|𝑀𝑖𝑓,𝑗|2, (2.54)
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with 𝑐 being the speed of light in a vacuum, and 𝑛 – the refractive index of a QD. It can also be
shown [250] that the recombination rate Γ𝑖→𝑓 is equivalent to:

Γi→f =
2𝜋

3(𝜆/𝑛)2
𝑒2𝑓𝑖𝑓

𝜖0𝑐𝑚0𝑛
= 𝑛

2𝜋
3𝜆2

𝑒2𝑓𝑖𝑓
𝜖0𝑐𝑚0

, (2.55)

where 𝜖0 is the vacuum permittivity. This numerically corresponds to [251]:

𝜏𝑖→𝑓[ns] ≈ 45
𝜆2[µm]
𝑛𝑓𝑖𝑗

. (2.56)

This equation was used to calculate the exciton lifetime, which is part of the research presented in
this thesis.¹⁶ Provided that the exciton wavefunctions are available, the oscillator strength 𝑓 can
be calculated according to Eq. (2.50).

Thus far, the recombination rate is independent of the temperature and the occupancy of state
|𝑖⟩. Therefore, the recombination time 𝜏𝑖→𝑓 defined using Eq. (2.54) is a characteristic property
of the transition |𝑖⟩→ |𝑓. However, if both temperature and occupancy of states |𝑖⟩ and |𝑓 are
taken into account, the recombination time 𝜏𝛾 of an excitonic complex 𝛾 depends on temperature-
dependent probabilities 𝑛𝑖(𝑇) of having the initial states |𝑖⟩ occupied and the number of final
states |𝑓 available for recombination [252]:

1
𝜏𝛾

=
𝑓

𝑖
𝑛𝑖

1
𝜏𝑖→𝑓

, (2.57)

and ∑𝑖 𝑛𝑖 = 1. If intra-level relaxation of excited exciton states is much faster than considered
lifetimes, 𝑛𝑖(𝑇) coefficients follow the Boltzmann distribution. Taking into account Eq. (2.56),

𝜏𝛾 ∝
1
𝐸2 . (2.58)

Rate equation model
Let us consider a cascaded emission of excitons with index 𝛾 numbering the electron-hole pairs
in a QD (multiexcitons), so that 𝑛𝛾 is the probability of finding the 𝛾-th exciton in a QD (only
one exciton configuration can exist in a QD in a given moment: ∑∞

𝑖=0𝑛𝛾 = 1). Then, for each
excitonic configuration and constant exciton photogeneration rate 𝐺(𝑡) ≡ 𝐺 (proportional to the
QD excitation power), the rate equation can be written as [253]:

d𝑛𝛾
d𝑡 = 𝐺𝑛𝛾−1−

𝑛𝛾
𝜏𝛾

+
𝑛𝛾+1
𝜏𝛾+1

−𝐺𝑛𝛾, (2.59)

for all 𝑁 considered multiexcitons (𝛾 < 𝑁). The first two terms describe the creation of 𝛾-th
from the (𝛾 −1)-th exciton state and its radiative recombination with rate 1/𝜏𝛾, while the latter
two express its creation by recombination of one electron-hole pair from exciton (𝛾+1), and the
disappearance of 𝛾-th exciton by the creation of (𝛾 + 1)-th exciton. The steady-state solutions
(d𝑛𝛾 /d𝑡 = 0 for all 𝛾) lead to 𝑛𝛾(𝐺) values of

𝑛𝛾(𝐺) =
𝐺𝛾∏𝛾

𝑖=1𝜏𝑖
1+𝜏1𝐺+𝜏1𝜏2𝐺2+⋯+𝐺𝑁 ∏𝑁

𝑖=1𝜏𝑖
. (2.60)

This can easily be translated to the emission intensity of the 𝛾-th exciton 𝐼𝛾 with an assumption
that the emission intensity is proportional to the level occupation probability and its recombination
rate, i. e., 𝐼𝛾 ∝𝑛𝛾/𝜏𝛾. This can be done by restricting the multiplication in the nominator to (𝛾−1),
i. e., ∏𝛾−1

𝑖=1 𝜏𝑖:

𝐼𝛾(𝐺) ∝
𝑛𝛾
𝜏𝛾

=
𝐺𝛾∏𝛾−1

𝑖=1 𝜏𝑖
1+𝜏1𝐺+𝜏1𝜏2𝐺2+⋯+𝐺𝑁 ∏𝑁

𝑖=1𝜏𝑖
. (2.61)

¹⁶Calculated by Michał Gawełczyk.



42
2 Theory

Three level system

(a) (b)

Figure 2.11: a, A multi-level scheme with transition rates indicated with arrows and labeled with
terms based on Eq. (2.59). b, The simplest, three-level scheme that can approximate
the XX-X cascade in a QD, based on Eq. (2.62).

It is instructive to apply Eqs. (2.59)–(2.61) to the three-level system, composed of the ground
QD state |0⟩ (empty QD, 𝛾 = 0), exciton (X, 𝛾 = 1, a spin-degenerated level), and biexciton (XX,
𝛾 = 2), as it was done in Ref. [254]. In this case, the rate equations Eq. (2.59) for X and XX can
explicitly be written as

d𝑛X
d𝑡 = 𝐺𝑛0−

𝑛X
𝜏X

+
𝑛XX
𝜏XX

−𝐺𝑛X,

d𝑛XX
d𝑡 = 𝐺𝑛X−

𝑛XX
𝜏XX

,
(2.62)

with 𝜏X and 𝜏XX being the X and XX radiative recombination lifetimes. The equations reflect the
fact that for the exciton, two processes increase its occupancy, optical excitation of an empty QD
(𝐺𝑛0), or the biexciton recombination (𝑛XX/𝜏XX). The occupancy can be decreased by exciton
recombination (−𝑛X/𝜏X), or the biexciton creation (−𝐺𝑛X). In this simplified model, the XX is the
highest level so that only biexciton generation (𝐺𝑛X) and recombination (−𝑛XX/𝜏XX) should be
taken into account. Similarly, the emission intensity expressions, Eq. (2.61), can be written as

𝐼X(𝐺) ∝
𝑛X
𝜏X

=
𝐺

1+𝜏X𝐺+𝜏X𝜏XX𝐺2 ,

𝐼XX(𝐺) ∝
𝑛XX
𝜏XX

=
𝐺2𝜏X

1+𝜏X𝐺+𝜏X𝜏XX𝐺2 .
(2.63)

For a low generation rate 𝐺, Eq. (2.63) is reduced to the linear (𝐼X(𝐺) ∝ 𝐺) and quadratic
(𝐼XX(𝐺) ∝ 𝐺2) power dependences for the exciton and biexciton, respectively. This fact has great
importance for the identification of the XX-X cascade in the μPL spectra obtained under low exci-
tation power. Besides the

1. linear vs. quadratic excitation power dependencies for X and XX,
other characteristic features of the XX-X cascade are

2. the appearance of the X line at lower excitation power than the XX one, as more carriers are
required for the XX to be created, and

3. at high excitation power, the X emission saturates and the XX emission dominates the spec-
trum. For even higher excitation, the X emission intensity decreases as the generation rate is
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so high that after the XX recombination, the exciton radiative recombination is less probable
(slower) than the XX creation (generation of another electron-hole pair in the system).

Figure 2.11 summarizes the rate equations for the general case [panel a, reflecting Eq. (2.59)],
and for the simplest, three-level ladder of XX-X cascade [panel b, based on Eq. (2.62)].

Charged excitons The reasoning for the charged excitonic (CX) states ladder can be similar to
the one presented so far, depending on the origin of the additional carrier trapped in the QD. In
the case of residual structure doping, the resident carrier comes from a donor or acceptor impurity,
and the expected power dependence is identical to this of a neutral exciton – a linear one. On the
other hand, a superlinear trend is expected if an extra carrier has to be captured by a QD from the
photo-created population, for example, 𝐼CX(𝐺) ∝𝐺1.5 [255].

Role of the thermal energy
Analyzing the changes in the PL spectrum induced by the supply of thermal energy to the system
is a powerful tool for investigating the bandgap evolution of the materials, energy structure of
confined states, and charge transfer processes.

Typically, the analysis is performed on the optical response of the system (PL, photolumines-
cence excitation (PLE)) as a function of the structure’s temperature. Three main parameters are
monitored: the position of the peak response, the intensity of the optical response, and the peak
broadening.

Photoluminescence intensity It enables extracting the activation energies and probabilities (ef-
ficiencies) for consecutive quench processes. If 𝑁 PL quenching mechanisms with activation ener-
gies 𝐸A,𝑖 and efficiencies 𝐵𝑖 decrease the PL intensity 𝐼 , the temperature dependence can be fitted
with the function:

𝐼(𝑇) =
𝐼(0)

1+∑𝑁
𝑖=1𝐵𝑖 exp⒧−𝐸A,𝑖/𝑘𝐵𝑇⒭

. (2.64)

Activation energies 𝐸A,𝑖 can be connected with the relevant energy scales of a system and indicate
the quenching mechanisms, while the 𝐵𝑖 coefficients correspond to their relative importance. In
the III-V epitaxial QD systems, the most common mechanism is the carrier escape to another
confined QD state, WL states, or a barrier. Alternatively, the dissociation of an excitonic complex
can occur after supplying sufficient thermal energy to surpass its binding energy.

The redistribution of carriers among QDs of different sizes is especially relevant for the QD
ensembles investigated in this thesis. In this case, at low temperatures, photogenerated carriers
are trapped by one of the QDs spatially located in the vicinity of the photogeneration spot. However,
at elevated temperatures, carriers can be re-excited from a QD potential and redistributed within
the ensemble. Typically, QDs with a shallow confining potential supply the carriers which are
subsequently trapped by QDs with a deeper confining potential. This is the charge transfer process
among the ensemble of QDs and the efficiency of this process is controlled by the thermal energy.
The excitation transfer can occur via migration of the carriers in the WL in the case of S-K QDs.

Emission energy The discrepancy between the expected rate of the temperature-induced bandgap
change and the related PL energy shift is another parameter important in the analysis. For bulk,
the expected situation is the renormalization of the semiconductor bandgap caused by the thermal
expansion of the crystal lattice. A few empirical models were developed to describe the anticipated
temperature-induced rate of the interband transition energy change, including the Varshni relation
[256]:

𝐸𝑔(𝑇) = 𝐸𝑔(0)−
𝑎𝑇2

𝑇 +𝑏 , (2.65)

where 𝑎 and 𝑏 are material-dependent fit parameters. Among other developed approaches is the
method taking into account the increasing role of the electron-phonon coupling and its influence
on chemical bonds through the bosonic distribution of phonons, developed by O’Donnell and Chen
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[257], or the model developed by Lautenschlager et al. concerning the electron-lattice interaction
[258].

For the ensemble of QDs, the observed PL peak position is determined by the energy of the
system and the occupation of QD states. Any discrepancy in the bandgap of the system from the
bulk model dependence can provide valuable information on the change of the QD occupation
(charge carrier transfer between QDs). The trapping of carriers at low temperatures and their
temperature-induced release and capture by the global energy minimum causes the filling of the
QDs with deep confining potential, leaving empty QDs with a shallow one.

This can be transformed on the observation of the PL band emission shifting towards the lower
energy faster than predicted by the temperature-induced changes in the bandgap of the system.
In the case of a single PL emission maximum, the redistribution can be observed as lowering the
emission intensity of the high-energy tail and increasing the low-energy one, which effectively
results in the increased rate of the PL emission peak redshift. In the case of a multi-peak PL
emission pattern, the redistribution is seen as the temperature-induced increase of the emission
intensity for the low-energy QD peaks in the low-temperature range.

The understanding of the temperature-induced phenomena in the ensemble of low-density
QDs is a vital part of P. HOLEWA et al., Optical and electronic properties of low-density InAs/InP
quantum dot-like structures devoted to single-photon emitters at telecom wavelengths, Physical Re-
view B, 101, 19 (2020)¹⁷ and P. HOLEWA et al., Optical and Electronic Properties of Symmetric
InAs/(In,Al,Ga)As/InP Quantum Dots Formed by Ripening in Molecular Beam Epitaxy: A Potential
System for Broad-Range Single-Photon Telecom Emitters, Physical Review Applied, 14, 6 (2020)¹⁸,
where multi-peak PL was investigated and modeled.¹⁹

2.4 Single photons in experiments
The most appropriate way to experimentally verify the single-photon character of emission is to
measure the statistics of photons in the emitted mode of electromagnetic radiation. This can
be achieved in the HBT interferometer configuration covered in this section. The result of this
measurement gives access to a part of the photon statistics that is sufficient for evaluating the
single-photon purity 𝑃, based on the second-order correlation function 𝑔(2)(𝜏). The definition of
the 𝑔(2)(𝜏), its physical significance, and the interpretation are explained in the rest of this section.

The original Hanbury Brown and Twiss configuration
The first 𝑔(2)(𝜏) measurement was proposed by Hanbury Brown and Twiss [259] to measure the
spatial coherence of a source.²⁰ Their experimental design improved the Michelson stellar light
intensity interferometer and is known nowadays as the HBT interferometer. Figure 2.12a shows
the original HBT interferometer configuration, where the light was detected by two separated
detectors that generated photocurrents 𝑖1 and 𝑖2, proportional to the light intensity 𝐼1 and 𝐼2
incident on the detectors. Both signals were then correlated using an electronic multiplier so that
the experiment’s output was proportional to the time average of 𝐼1𝐼2.

This configuration has, however, raised some conceptual problems rooted in the quantum me-
chanical theory of detection realized by the photodetectors: Can the separated clicks of the detec-
tors be correlated if the photodetection events are, in principle, statistical quantum processes? Or,
in other words, is it true that

the time of arrival of photons at the two photocathodes should be correlated when the
light beams incident upon the two mirrors are coherent? [260].

¹⁷This article is included in this thesis, p. 95.
¹⁸This article is included in this thesis, p. 111.
¹⁹The author of the thesis acknowledges the role of Michał Gawełczyk and Marcin Syperek in establishing the under-

standing.
²⁰It was constructed to work at radio frequencies and was applied for the starlight. The purpose of the first experiments

was the determination of the star diameter by measuring the spread of the angles at which the incoming light is coherent.

https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevApplied.14.064054


2.4 Single photons in experiments
45

(b)
Hg lamp

Electronic

multiplier

Starlight

PMT1

PMT2

Multiplier

+ integrator

AC-coupled

amplifier

Delay

generator

Half-silvered

mirror
(a)

Figure 2.12: a, The original HBT stellar intensity interferometer [259], constructed as a corrected
Michelson interferometer. The starlight is recorded on two detectors separated by
𝑑, and it generates photocurrents 𝑖1 and 𝑖2, which are then correlated using an elec-
tronic multiplier. b, The configuration of the HBT interferometer with a beam split-
ter (half-silvered mirror) [260]. PMT – photomultiplier tubes measuring the light
intensities 𝐼1(𝑡) and 𝐼2(𝑡). The photocurrent fluctuation signals Δ𝑖1(𝑡) and Δ𝑖2(𝑡+𝜏)
produce the output proportional to Δ𝑖1(𝑡)Δ𝑖2(𝑡 +𝜏). The spatial coherence of the
source is measured by translating the PMT1 using a stage to investigate the light
separated by 𝑑.

To answer this question, a new configuration was designed [260], which is shown in a simpli-
fied form in Fig. 2.12b. Here, a beam splitter was introduced, the light source was the mercury
435.8nm emission line, and photomultipliers measured the light intensities 𝐼1(𝑡) and 𝐼2(𝑡). At the
same time, one of the detector signals was delayed with an electronic circuit by a time 𝜏. Then,
the two photocurrent fluctuation signals Δ𝑖1(𝑡) and Δ𝑖2(𝑡 + 𝜏) were processed by an electronic
multiplier-integrator with the output signal proportional to Δ𝑖1(𝑡)Δ𝑖2(𝑡 +𝜏), where ⟨…⟩ stands
for time averaging over a long period. This, in turn, is proportional to the time-averaged product
of fluctuations Δ𝐼1, Δ𝐼2 of signals 𝐼1(𝑡), 𝐼2(𝑡), i. e.,

Δ𝑖1(𝑡)Δ𝑖2(𝑡 +𝜏) ∝ Δ𝐼1(𝑡)Δ𝐼2(𝑡 +𝜏) . (2.66)

Therefore, the result of the HBT experiment is in fact the correlation between the fluctuations Δ𝐼1
and Δ𝐼2 of the light intensity impinging on two detectors.

Principle of the Hanbury Brown and Twiss interferometry
The HBT interferometry differs from the classical approaches, such as Michelson or Mach-Zender,
in which the light beams that travel via two paths are combined and the result of the signal inter-
ference is detected. In this case, the result of the interferometric measurement depends mainly on
the phase difference between the two interfering signals, placing the coherence of the combined
signals as a requirement.

In contrast to those phase-based interferometers, in the HBT experiment the intensity fluctu-
ations Δ𝐼1, Δ𝐼2 of the light beam can be related to its coherence: the coherence properties of the
light can be deduced by measuring the correlations between the Δ𝐼1 and Δ𝐼2. This is because the
Δ𝐼1 and Δ𝐼2 will be mutually correlated only if the light detected by two detectors is coherent. For
some applications, this technique is far more powerful than phase-based interferometers.

The second-order correlation function
Coherence time 𝜏𝑐
One of the results of the HBT interferometric experiment is the coherence time 𝜏𝑐 of the light
source. Let us assume that the two beams impinging on the detectors have equal intensities,
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𝐼1(𝑡) = 𝐼2(𝑡) ≡ 𝐼(𝑡), then
𝐼(𝑡) = ⟨𝐼⟩+Δ𝐼(𝑡), (2.67)

so that Δ𝐼(𝑡) is the fluctuation from the average intensity of either beam ⟨𝐼⟩. The coherence
time 𝜏𝑐 can be conveniently and directly measured as the timescale on which the temporal beam
coherence decays, two limiting values of the ⟨Δ𝐼(𝑡)Δ𝐼(𝑡 +𝜏)⟩ measured in the HBT experiment
can be described:

• for 𝜏 = 0, when the coherence is maximal, ⟨Δ𝐼(𝑡)Δ𝐼(𝑡 +𝜏)⟩𝜏=0 =Δ𝐼(𝑡)2,

• for 𝜏≫𝜏𝑐, when there is no temporal coherence (lack of correlation), the sign of Δ𝐼(𝑡)Δ𝐼(𝑡+
𝜏) randomly changes with time and averages to zero,

⟨Δ𝐼(𝑡)Δ𝐼(𝑡 +𝜏)⟩𝜏≫𝜏𝑐 = 0. (2.68)

Note that although Δ𝐼(𝑡) measured for long times averages to zero by definition,
⟨Δ𝐼(𝑡)⟩ = 0, (2.69)

it is not the case for Δ𝐼(𝑡)2 in general. The coherence time 𝜏𝑐 can be interpreted as a timescale
in which the beam intensity fluctuations are observable.

Definition of the g(2)(𝜏) function
Based on the considerations from the previous section, the 𝑔(2)(𝜏) function can be introduced as
the result of the HBT experiment [see Eq. (2.66)], normalized to the intensities 𝐼 of beams being
correlated:

𝑔(2)(𝜏) = 𝑬∗(𝑡)𝑬∗(𝑡 +𝜏)𝑬(𝑡 +𝜏)𝑬(𝑡)
⟨𝑬∗(𝑡)𝑬(𝑡)⟩⟨𝑬∗(𝑡 +𝜏)𝑬(𝑡 +𝜏)⟩ =

⟨𝐼(𝑡)𝐼(𝑡 +𝜏)⟩
⟨𝐼(𝑡)⟩ ⟨𝐼(𝑡 +𝜏)⟩ , (2.70)

where 𝑬 is the electric field amplitude, 𝐼 = 𝑬∗𝑬 – beam intensity, 𝑡 – an arbitrary moment, 𝜏 –
time delay.

Therefore, the 𝑔(2)(𝜏) function quantifies the beam intensity fluctuations and is a convenient
way to verify the single-photon character of emission. For the sake of the following analysis of
Eq. (2.70), let us assume that

• The source has a constant average intensity, ⟨𝐼(𝑡)⟩ = ⟨𝐼(𝑡 +𝜏)⟩.
• The tested light is spatially coherent (comes from a small area of the source). This means

that the 𝑔(2)(𝜏) function investigates the temporal coherence of the source.
We can expand:

⟨𝐼(𝑡)𝐼(𝑡 +𝜏)⟩𝜏≫𝜏𝑐 =⒧⟨𝐼⟩+Δ𝐼(𝑡)⒭⒧⟨𝐼⟩+Δ𝐼(𝑡 +𝜏)⒭
=⟨𝐼⟩2+⟨𝐼⟩⟨Δ𝐼(𝑡)⟩+ ⟨𝐼⟩⟨Δ𝐼(𝑡 +𝜏)⟩+ ⟨Δ𝐼(𝑡)Δ𝐼(𝑡 +𝜏)⟩ ,

(2.71)

where the Eq. (2.67) was applied. Taking into account the lack of correlation for 𝜏≫ 𝜏𝑐, Eq. (2.68)
and Eq. (2.69), the last three terms are equal to zero, so that

⟨𝐼(𝑡)𝐼(𝑡 +𝜏)⟩𝜏≫𝜏𝑐 = ⟨𝐼⟩2. (2.72)

Applying this result and the constant intensity of the source, ⟨𝐼(𝑡)⟩ = ⟨𝐼(𝑡 +𝜏)⟩, it follows that
function 𝑔(2)(𝜏) is normalized with respect to long delays to unity (𝑔(2)(𝜏 →∞)= 1):

𝑔(2)(𝜏≫𝜏𝑐) =
⟨𝐼(𝑡)𝐼(𝑡 +𝜏)⟩

⟨𝐼(𝑡)⟩2
=

⟨𝐼(𝑡)⟩2

⟨𝐼(𝑡)⟩2
= 1. (2.73)

On the other hand, for 𝜏≪ 𝜏𝑐 fluctuations are time-correlated and for 𝜏 = 0:

𝑔(2)(0) = 𝐼(𝑡)2
⟨𝐼(𝑡)⟩2

. (2.74)
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HBT experiment in quantum optics
Let us start with the wave picture of light. Interestingly, if the light is considered classically, it can
be shown that for any 𝐼(𝑡) dependence,

𝑔(2)(0) ≥ 1, (2.75)

and
𝑔(2)(0) ≥ 𝑔(2)(𝜏) (2.76)

will hold. This, however, is valid as long as we operate with light intensities 𝐼 . If we change to
the particle image of light, the detectors register the number of photons 𝑛1(𝑡) and 𝑛2(𝑡), and the
𝑔(2)(0) can reach values below 1. In the quantum picture, Eq. (2.70) can be rewritten as

𝑔(2)(𝜏) = 𝑛1(𝑡)𝑛2(𝑡 +𝜏)
𝑛1(𝑡)𝑛2(𝑡 +𝜏)

, (2.77)

as 𝑛𝑖(𝑡) ∼ 𝐼𝑖(𝑡). Therefore, the 𝑔(2)(𝜏) function measures the conditional probability of detecting
a second photon at time 𝑡 = 𝜏, given that the first photon was detected at 𝑡 = 0. This is pre-
cisely the expected outcome of the HBT experiment – a histogram proportional to 𝑔(2)(𝜏) showing
the coincidences defined in the previous sentence. This experimental result after the histogram
normalization is a direct measure of the 𝑔(2)(𝜏) function, as defined in Eq. (2.77).

There is a direct consequence of shifting to the photon picture for the understanding of possible
experiment outcomes. Now, the signal beam can be imagined as a stream of photons impinging on
a beam splitter and being randomly directed toward either of the detectors with equal probability.
If the time intervals between photons are long, then the conditional probability of detecting a
photon at the starting detector and the stopping detector at the same time is equal to zero. The
timer will record no events at 𝜏 = 0. Then, the next photon can be directed with a 50% probability
either toward the starting detector (which triggers no new coincidences) or toward the stopping
detector – the stop pulse triggers the end of the delay counting and adds a new coincidence at 𝜏.

Figure 2.13a shows the standard HBT configuration used in quantum optics. Here, the classi-
cal light beam represented in Fig. 2.12 with arrows is replaced with a stream of photons. Mod-
ern experimental realizations use a beam splitter instead of a half-silvered mirror and avalanche
photodiodes or superconducting nanowire single-photon detectors (SNSPDs) instead of photomul-
tipliers. Additionally, Fig. 2.13b shows an exemplary experiment result, where the delay axis is
divided into time bins so that the registered coincidences fall into an appropriate 𝜏 time slot and
form a histogram.
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Figure 2.13: The Hanbury Brown and Twiss interferometer: a, the configuration applied in quan-
tum optics, b, the result of themeasurement: histogram of coincidences as a function
of time delay 𝜏.

Therefore, for a single-photon beam, the coincidences at all 𝜏 ≠ 0 values can be recorded
but never at 𝜏 = 0, standing in clear opposition to the classical theory of light, where 𝑔(2)(0) ≥
1 Eq. (2.75), and is a direct consequence of the quantum nature of light. Here, the crucial assump-
tion is that of long time intervals between photons, as otherwise, for photons traveling in bunches,
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both detectors can detect photons at the same time so 𝑔(2)(0) ≥ 1 in accordance with the classical
results. This distinction is central to the threefold classification of light according to the possible
𝑔(2)(0) value, summarized in Box 5:

Box 5: 𝑔(2)(0)-based classification of light

• for 𝑔(2)(0) > 1, the light is bunched and the source emits in a chaotic manner,
• for 𝑔(2)(0) = 1, the light is coherent, and photons are randomly separated,
• for 𝑔(2)(0) < 1, the light is antibunched, what is a purely quantum optical phe-

nomenon, impossible to explain using the classical approach, given in Eq. (2.70).

Figure 2.14a presents the schemes of the photon streams forming the antibunched, coherent,
and bunched light beams. The result of measuring an ideal single-photon source (totally sup-
pressed photon bunches) is shown in Fig. 2.14b: the function is normalized to 1, 𝑔(2)(𝜏≫𝜏𝑐) = 1,
and 𝑔(2)(0) = 0.

(a) (b)

Antibunched

Coherent (random)

Bunched

Figure 2.14: a, A schematic comparison of the photon streams for antibunched, coherent, and
bunched light (top to bottom). The description random emphasizes the random time
intervals between consecutive photons that follow the Poissonian statistics. For the
antibunched light, the intervals are more uniform, while for the bunched light, they
tend to clump together. b, The 𝑔(2)(𝜏) function for an ideal single-photon source.

Antibunched light
As can be seen in Fig. 2.14a, the intervals between photons in the investigated antibunched beam
are more regular compared to the coherent light and random intervals. The long time intervals
translate to a small probability of detecting coincidences at small 𝜏 values which gradually in-
creases with 𝜏. This can be written in terms of 𝑔(2)(0) values as

𝑔(2)(0) < 𝑔(2)(𝜏), (2.78)
𝑔(2)(0) < 1, (2.79)

being a clear violation of the previously derived equations Eq. (2.75) and Eq. (2.76).
The first observation of photon antibunching in a resonance fluorescence experiment using the

HBT configuration was shown in 1977 for a sodium atom by Kimble et al. [261]. When applied to
evaluate the single-photon emission, the 𝑔(2)(𝜏) function describes the purity 𝑃 of this emission,
defined as

𝑃 = 1−𝑔(2)(0). (2.80)
The information is both qualitative (the emitted photons are considered single if 𝑔(2)(0) < 0.5)
and quantitative (to what extent the photons are single), i. e., how pure the emission actually is –
what is the probability of multiphoton emission of the source (bunches of photons). For an ideal
single-photon source, 𝑔(2)(0) = 0, what is possible if the probability of simultaneous detection of
photons at both detectors is always zero.
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2.5 Quantum dot–cavity coupling
After discussion of the QD properties and of the physics of excitons confined in QDs, the focus is
brought to photonic nanocavities, especially the emitter-cavity weak interaction. This discussion
is relevant for the CBGs investigated in this thesis, where a QD excitation weakly interacts with
the cavity mode. The basic concepts of cavity quantum electrodynamics (c-QED) are introduced
in this section, starting with the introduction of relevant terms for a planar cavity and covering
the concepts of cavity quality factor, 𝑄, and Purcell factor, 𝐹P. They stem from atom physics and
atom-cavity coupling but have been successfully applied to QDs placed in resonators and coupled
to their modes.

Planar cavity
The basics of cavity physics are easier to introduce for planar cavities and then to be generalized
for higher-dimensional cavities. Figure 2.15 presents the scheme of a simplest, 1D (planar) cavity
formed between two semi-transparent mirrors M1 and M2 with reflectivity 𝑅1 and 𝑅2. The mirrors
are separated by a cavity length 𝐿cav, which can be tuned. The medium inside the cavity has a
refractive index 𝑛. The mirror geometry allows for multiple light reflections inside the cavity.

Figure 2.15: A planar cavity with two parallel end mirrors (Fabry-Pérot interferometer configura-
tion).

Assuming the absence of absorption or scattering losses within the cavity, the cavity transmis-
sion 𝑇 is equal to:

𝑇 =
1

1+(4ℱ2/𝜋2)sin2(𝜙/2)
, (2.81)

where 𝜙 = 4𝜋𝑛𝐿cav/𝜆 is the phase shift that the wave experiences on a cavity round-trip, and ℱ
=𝜋 4𝑅1𝑅2/(1−𝑅1𝑅2) is the cavity finesse. The transmission is maximal (𝑇 = 1) if sin2(𝜙/2) = 0,
i. e., when 𝜙 = 2𝜋𝑚, where 𝑚 is an integer. The cavity length 𝐿cav for the resonance condition is
expressed as

𝐿cav =𝑚𝜆/2𝑛, (2.82)
and corresponds to the situation that traveling light is in phase during each cavity round-trip.
Consequently, cavity resonance occurs when 𝐿cav equals an integer number of intracavity half
wavelengths.

The electromagnetic waves that satisfy Eq. (2.82) interfere constructively and gain a significant
photon field amplitude. Such waves can be defined by the in-resonance wavelength, 𝜆𝑚, or angular
frequency, 𝜔𝑚:

𝜆𝑚 =
2𝑛𝐿cav
𝑚

𝜔=𝑐/𝜆−−−−→𝜔𝑚 =𝑚
𝜋𝑐

𝑛𝐿cav
(2.83)

The cavity resonance conditions, Eqs. (2.82)–(2.83), lead to the concept of cavity modes – the
modes of the light field that are selected by the cavity. When the resonance condition is fulfilled,
the photon field intensity is enhanced by a factor of 4/(1−𝑅) while outside the resonance, the
intensity is diminished by a factor (1−𝑅) [262].

The spectral width of a cavity mode, Δ𝜔, can be estimated using the condition 𝑇 = 50%. From
Eq. (2.81), this means that:

𝜙 = 2𝜋𝑚±𝜋/ℱ, (2.84)
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hence the FWHM for the phase is
Δ𝜙FWHM = 2𝜋/ℱ. (2.85)

The Δ𝜔 can be calculated by exploiting the fact that the mode frequency 𝜔𝑚 is proportional to
the phase 𝜙 and that the phase shift for the cavity round-trips for waves with frequencies 𝜔𝑚 and
𝜔𝑚−1 is 2𝜋:

Δ𝜔
𝜔𝑚−𝜔m−1

=
Δ𝜙FWHM

2𝜋 =
1
ℱ , (2.86)

so that
Δ𝜔 =

𝜋𝑐
𝑛𝐹𝐿cav

. (2.87)

The analysis of a Fabry-Pérot cavity shows that two figures of merit describe the properties of a
linear cavity, the resonant mode frequency, 𝜔𝑚, and the cavity finesse, ℱ. The latter controls the
width of a cavity mode Δ𝜔. However, it is helpful to introduce the cavity quality factor, 𝑄, defined
as:

𝑄 =
𝜔
Δ𝜔 . (2.88)

The 𝑄 factor is a figure of merit analogous to the finesse of a 1D cavity but working also for cavities
of higher dimensions.

In the case of 𝑅1 = 𝑅2 ≡ 𝑅 ≈ 1, photons travel multiple times in the cavity before escaping
through either of themirrors. The cavity photon number decays exponentially with a time constant
𝜏cav being the cavity photon lifetime [262]:

𝜏cav =
𝑛𝐿cav

𝑐(𝑅 −1) . (2.89)

From this immediately follows the definition of photon decay rate 𝜅:

𝜅 =
1

𝜏cav
. (2.90)

By plugging Eq. (2.89) and Eq. (2.90) into Eq. (2.87) it can be found that for 𝑅 ≈ 1,

Δ𝜔 = 𝜅, (2.91)

so that the 𝜅 controls the mode width Δ𝜔.

Emitter-cavity interaction
In this section, a basic model of c-QED is considered: the interaction between a cavity and an
emitter (an atom or a QD) placed at the cavity center. The emitter can emit and absorb photons
to and from the cavity mode. A particularly interesting situation is the one when the emitter
emission energy overlaps with the energy of one of the cavity modes. In this case, the resonant
exchange of energy between the emitter and the cavity mode is possible, being the source of the
emitter-cavity coupling. The c-QED establishes that three parameters control the relative strength
of this resonant interaction:

• the emitter-photon coupling parameter 𝑔0,
• the photon decay rate 𝜅,
• the non-resonant photon decay rate 𝛾.

These parameters govern the dynamics of the system, and two limiting cases of the coupling can
be described, depending on the relation between photon losses (𝜅, 𝛾) and the interaction strength
𝑔0:

• the strong coupling limit, when 𝑔0≫max(𝜅,𝛾), and
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• the weak coupling limit, when 𝑔0≪max(𝜅,𝛾).
Based on this, there are two possibilities regarding the reversibility of the photon emission process.
When photons are re-absorbed by the emitter before they leave the cavity, the emission process
is reversible – it is the so-called strong coupling regime. On the other hand, in the weak coupling
regime, photon emission is irreversible, as in spontaneous, free-space emission.

Figure 2.16a presents the scheme of a cavity with a two-level system (an emitter) placed at the
cavity center, where the optical field density is maximal. The 𝑉0 denotes the geometrical mode
volume.

(a) (b)

Figure 2.16: a, A two-level system (an emitter) in an optical cavity. b, Density of photonic states
𝑔(𝜔) as a function of the wave frequency for an optical cavity, with a mode of width
Δ𝜔𝑐 visible at 𝜔𝑐.

Photon losses 𝜅, 𝛾
Photon decay rate 𝜅 As can be seen from Eq. (2.88) and Eq. (2.91), the photon decay rate is
governed by the same properties that determine the 𝑄 factor; indeed,

𝜅 =𝜔/𝑄, (2.92)

so that a high-𝑄 cavity leads to low 𝜅.

Non-resonant photon decay rate 𝛾 The loss of photons due to the non-resonant decay with the
rate 𝛾 can originate in several factors, among them are:

• the spatial mismatch between the direction of the emitted photon and the cavity mode,
• the spectral mismatch between the emitted photon energy and the cavity mode energy, for

example, due to the radiative decay from other levels of the emitter, or the non-radiative
decay. In this case, the two-level approximation is no longer valid.

Emitter-photon coupling strength 𝑔0
Quantum harmonic oscillator and vacuum field oscillations To develop the theory on the
coupling parameter 𝑔0 in c-QED, it is instructive to recall a few important models of quantum
optics, such as the quantum harmonic oscillator and zero-point vacuum field oscillations. It is a
well-known property of a quantum harmonic oscillator that its energy is quantized in units of ℏ𝜔:

𝐸𝑛 =⒧𝑛+
1
2⒭ℏ𝜔. (2.93)

From this equation, the oscillator zero-point energy of (1/2)ℏ𝜔 is obtained. This energy is always
present, even if no photons are excited (𝑛 = 0). In quantum optics, this energy is considered to
originate from the random fluctuations of the electric field, called the vacuum field 𝑬vac. The field
amplitude can be derived by taking a few assumptions, which are repeated here.
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One can consider an evacuated optical cavity of mode volume 𝑉0 with a negligible contribution
of the thermal energy 𝐸th to the total oscillator energy 𝐸𝑛 (𝐸th ≪𝐸𝑛). Additionally, if no additional
energy sources are present, electromagnetic modes will be in the 𝑛 = 0 state. Then, the total
electric field energy in the cavity is∫ 1

2𝜖0𝐸2
vacd𝑉0. However, the time-averaged energy contributions

are equal for the electric and magnetic field, so that one can equate them to the energy of a
quantum harmonic oscillator given in Eq. (2.93):

2×
1
2𝜖0𝐸

2
vacd𝑉0 =

1
2ℏ𝜔, (2.94)

and get

𝐸vac =


ℏ𝜔
2𝜖0𝑉0

, (2.95)

which connects the magnitude of the vacuum field 𝑬vac with the cavity mode volume 𝑉0.

Calculations of 𝑔0 The zero-point fluctuations of the magnitude of the electromagnetic field 𝑬vac
are the source of the interaction between the emitter and the vacuum field that exists in the cavity.
The energy interaction Δ𝐸 between the electric field 𝑬vac and the electric dipole 𝐝 with the dipole
moment 𝝁 of 𝜇𝑖𝑓,𝑥 =−𝑒𝑖|𝑥|𝑓, with |𝑖⟩ and |𝑓 being again the initial and final states, is²¹:

Δ𝐸 = |𝜇𝑖𝑓𝑬vac|. (2.96)

On the other hand, Δ𝐸 = ℏ𝑔0, so applying Eq. (2.95):

𝑔0 =

⎷

𝜇2
𝑖𝑓𝜔

2𝜖0ℏ𝑉0
, (2.97)

which shows that the coupling strength 𝑔0 depends on 𝜇𝑖𝑓 , 𝜔, and 𝑉0.

Strong coupling condition Assuming that the dominant photon loss mechanism is the photon
decay with the rate 𝜅, from Eq. (2.92) it follows that in the strong coupling regime 𝑔0≫𝜔/𝑄, and
using Eq. (2.97):

𝑄 ≫

⎷

2𝜖0ℏ𝜔𝑉0
𝜇2
𝑖𝑓

, (2.98)

imposing strict requirements on the cavity𝑄 factor to observe strong coupling between the emitter
and the cavity mode. Strong coupling is central to many physical phenomena and was also ob-
served for QDs in micropillars [263], 2D photonic crystals [171, 264], and in open cavities [265],
however, it will not be described further and the subsequent discussion will focus on weak cou-
pling.

Weak coupling
This section aims to derive the formula for the Purcell factor. As stated in the previous section, the
weak coupling condition is 𝑔0 ≪max(𝜅,𝛾). Therefore, the characteristic emitter-cavity interaction
time (∼1/𝑔0) is longer than the characteristic photon decay time at which photons are lost from
the cavity 𝜏cav (if cavity photon decay is the main mechanism of photon losses) so that emission of
a photon is irreversible. This situation is similar to the emission into free space, and so it is valid
to treat this kind of interaction by the perturbation theory.

²¹Cf. Eqs. (2.47)–(2.49).
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Free-space spontaneous emission
The theory of dipole emission into the free space is a good starting point for considering the
emitter’s spontaneous emission into the cavity mode. As defined in Eq. (2.45), the transition rate
determined by Fermi’s golden rule is Γ = 2𝜋/ℏ2|𝑀𝑖𝑓|2𝑔(𝜔) and the photon density of states 𝑔(𝜔)
for the free space is

𝑔(𝜔) =
𝜔2𝑉0
𝜋2𝑐3 . (2.99)

One can take the vacuum field 𝑬vac for 𝑬0 in the absence of other sources. Applying Eq. (2.47)
and Eq. (2.95), and averaging over all possible dipole orientations with respect to the field direction
leads to transition matrix element 𝑀 𝑖𝑓 of

𝑀2
𝑖𝑓 =

1
3𝜇

2
𝑖𝑓𝑬vac =

𝜇2
𝑖𝑓ℏ𝜔

6𝜖0𝑉0
. (2.100)

Based on Eq. (2.45), the transition rate Γ and radiative recombination lifetime 𝜏 are now:

Γfree =
1
𝜏 =

𝜇2
𝑖𝑓𝜔3

3𝜋𝜖0ℏ𝑐3
. (2.101)

It shows that Γfree is proportional to 𝜔3 and to 𝜇2
𝑖𝑓 .

Purcell effect
The Purcell effect describes a change to the spontaneous emission properties of an emitter in the
weak coupling limit. The first considerations of this problem for a two-level atom interacting with
a single-mode²² resonant cavity were performed by E. M. Purcell in 1946 [120].

The perturbative approach can be applied in the weak coupling regime, similar to the calcula-
tions performed in the previous section. We consider a cavity mode of frequency 𝜔𝑐 and quality
factor 𝑄. Fig. 2.16b shows the photon density of states 𝑔(𝜔) for such a cavity, and the integration
of the photon density of states function over all frequencies for a single-mode cavity must yield 1:


∞

0
𝑔(𝜔)d𝜔 =1. (2.102)

This condition is satisfied by a normalized Lorentzian function:

𝑔(𝜔) =
2

𝜋Δ𝜔𝑐

Δ𝜔2
𝑐

4(𝜔−𝜔𝑐)2+Δ𝜔2
𝑐
, (2.103)

and if the emission frequency of an emitter 𝜔0 is equal to the cavity frequency 𝜔0 = 𝜔𝑐, the
𝑔(𝜔 =𝜔0) reduces to:

𝑔(𝜔0) =
2

𝜋Δ𝜔𝑐
, (2.104)

and on applying Eq. (2.88),
𝑔(𝜔0) =

2𝑄
𝜋𝜔0

. (2.105)

The same reasoning as for an emitter in free space can be applied here, leading to the transition
matrix element 𝑀 𝑖𝑓 calculated in analogy to Eq. (2.47) and Eq. (2.100) as

𝑀2
𝑖𝑓 = 𝜉2𝜇2

𝑖𝑓𝑬2
vac = 𝜉2𝜇

2
𝑖𝑓ℏ𝜔

2𝜖0𝑉0
, (2.106)

²²The single-mode assumption means that there is only one mode of the cavity in the spectral vicinity of the emitter
frequency. Potential other modes are neglected in this analysis.
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where the factor 𝜉 is the normalized dipole orientation:

𝜉 =
|𝐝 ⋅𝑬0|
|𝐝||𝑬0|

, (2.107)

and 𝜉2 averages to 1/3 for a dipole randomly oriented in free space.
Applying the Lorentzian line shape, Eq. (2.103), the 𝑄 factor definition, Eq. (2.88), and transi-

tion matrix element𝑀 𝑖𝑓 , Eq. (2.106), into the Fermi’s golden rule, Eq. (2.45), the cavity transition
rate Γcav:

Γcav =
2𝑄𝜇𝑖𝑓
ℏ𝜖0𝑉0

𝜉2 Δ𝜔2
𝑐

4(𝜔0−𝜔𝑐)2+Δ𝜔2
𝑐
. (2.108)

The Purcell factor 𝐹P is defined as the ratio of transition rates for the emitter placed in a cavity,
Γcav, and in free space, Γfree:

𝐹P =
Γcav
Γfree =

𝜏free

𝜏cav . (2.109)

Therefore, for 𝐹P > 1, the emission rate for an emitter in a cavity is enhanced (the characteristic
lifetime 𝜏cav is shorter than 𝜏free) due to high photon density of states 𝑔(𝜔) at the cavity mode
frequency.

Taking into account that 𝑐/𝜔 = 𝜆/2𝜋𝑛, with 𝜆 being the free-space wavelength and 𝑛 the
refractive index of the cavity medium, and combining Eq. (2.101) and Eq. (2.108):

𝐹P =
3𝑄

4𝜋2𝑉0 ⒧
𝜆
𝑛⒭

3
𝜉2 Δ𝜔2

𝑐
4(𝜔0−𝜔𝑐)2+Δ𝜔2

𝑐
. (2.110)

This equation simplifies at resonance (𝜔𝑐 =𝜔0) and for 𝜉 = 1 (dipole parallel to 𝑬0):

𝐹P =
3𝑄

4𝜋2𝑉0 ⒧
𝜆
𝑛⒭

3
, (2.111)

what is the final result of the calculations. Finally, based on Eq. (2.110), the requirements for 𝐹P
maximization and emitter-cavity coupling can be formulated as in Box 6.

Box 6: Requirements for maximization of the emitter-cavity coupling in the weak
regime.

• Maximization of achievable 𝐹P: a cavity should have a high quality factor 𝑄 and
small modal volume 𝑉0,

• Dipole orientation: the dipole 𝐝 should be oriented parallel to the mode electric
field 𝑬0 (maximal 𝜉 in Eq. (2.107)), cf. point 4 in Box 4,

• Spectral overlap: the dipole transition frequency 𝜔0 should be equal to the cavity
mode frequency 𝜔𝑐 for maximization of the Lorentzian term in Eq. (2.110).

Additionally,

• Emitter placement: the dipole should be placed at the point where the mode field
𝑬0 has maximal magnitude (typically in the cavity center).
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Methods

This Chapter describes the nanofabrication of QDs structures, including the epitaxial growth of
QDs and the following processing. First, the crucial MOVPE process is described, followed by
the full fabrication description with a summary in the form of a scheme. The subsequent sec-
tion describes optical setups and tools used to characterize the fabricated structures and their
spectroscopic investigations. This includes μPL (temperature-, excitation-power dependent, and
polarization-resolved) and all its variations, such as macro-PL, time-resolved photoluminescence
(TRPL), and imaging of μPL. Finally, the methods used for quantum optics experiments are de-
scribed, such as 𝑔(2)(𝜏) measurements, determination of 𝜂, and formulæ used to determine the
single-photon purity 𝑃.

3.1 Fabrication of structures
All of the articles included in this research have utilized structures fabricated at the DTU Nanolab
clean room, with the exception of P. HOLEWA et al., Optical and Electronic Properties of Symmetric
InAs/(In,Al,Ga)As/InP Quantum Dots Formed by Ripening in Molecular Beam Epitaxy: A Potential
System for Broad-Range Single-Photon Telecom Emitters, Physical Review Applied, 14, 6 (2020)¹,
for which the QDs have been grown at the University of Kassel in Germany.

Epitaxial growth
The QDs were grown in the low-pressure TurboDisc® rotating disk MOVPE reactor. The group V
sources were hydride gases such as phosphine (PH3), and arsine (AsH3). Phosphorous was also
supplied as metalorganic vapors of tertiarybutylphosphine, (CH3)3CPH2 (TBP). Group III sources
are metal-organic alkyls:

1. TMIn – solid,

2. trimethylgallium, Ga(CH3)3 (TMGa) – liquid,

3. trimethylaluminium, Al2(CH3)6 (TMAl) – liquid,

with H2 as a carrier gas.
The MOVPE was operated under the mass transport limit, i. e., the temperature of a rotating

substrate is high enough that all the incoming precursors dissociate into the species. Additionally,
due to the volatility of group V species (and constant dissociation from the heated crystal lattice),
the crystal growth is governed by the group III species, with a group V overpressure – the molar
ratio between the group V and group III species (the V/III ratio) typically ≫ 1. Typical growth
temperatures are in the range of 600-650°C. However, to reach an extremely low QDs density, the
growth temperature must be lowered, approaching the reaction limit of epitaxial growth. In this
limit, the low substrate temperature limits the efficiency of group III precursor dissociation.

MOVPE reactor
The scheme of the MOVPE system employed in this thesis is shown in Fig. 3.1. In this system,
hydrides are supplied from the house gas lines and can be diluted by the H2 to obtain the desired

¹This article is included in this thesis, p. 111.

https://doi.org/10.1103/PhysRevApplied.14.064054
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Figure 3.1: The scheme of the MOVPE TurboDisc® reactor used to grow the QDs investigated in
this thesis.

mass flow. On the other hand, alkyls are stored as metal-organic liquids in the bubblers while H2 is
supplied into the bubbler and used to saturate the alkyl vapor. H2 subsequently transports it to the
growth chamber. Once the group III and V precursors are injected into the growth chamber, they
are transported in the laminar flow to the boundary layer formed above a rotating wafer carrier
with heated substrates, where they mix. At the wafer surface, several processes take place [181],
starting with the pyrolysis (dissociation) of the precursors into elemental III and V group species,
followed by the surface and gas phase diffusion and adsorption to and desorption from the surface.
These processes are described in Section 2.1. Finally, the species are incorporated into the growing
crystal. The exhaust gases are then sent into the filter (scrubber system), which removes highly
toxic chemical compounds and elements.

The mass flows are controlled by mass flow controllers (MFCs) for all precursors to reach the
transport-limited growth conditions at the boundary where the new adatoms join the crystal lattice.
An inductively-heated graphite susceptor conducts the heat to the wafers, and two tools provide
temperature 𝑇 control:

• The emissivity-correcting pyrometer – is used to determine the wafer’s temperature from
a measurement of the thermal emissivity and the reflectance of the laser from the wafer
surface. The temperature is determined using a patented solution [266], and the theory of
this method is outlined in [267]. This method can be used for 𝑇≳ 510°C.

• A pair of thermocouples located close to the bottom part of a rotating susceptor with wafers.

As the more accurate temperature determination using the pyrometer can be used only for high
𝑇 , the thermocouples have to be carefully calibrated to gain the 𝑇 and growth control for low-
temperature (<510°C) QDs.

The employed MOVPE reactor is equipped with a load lock to isolate the growth chamber
from the clean room. This prevents exposing the growth chamber to the ambient atmosphere and
speeds up loading and unloading the wafers.
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Tuning the quantum dot growth parameters
To achieve Objective 1. of this thesis, the growth parameters of QDs are determined through
empirical optimization, resulting in low QD density and emission at the telecom C-band. The
following parameters are crucial to reach the desired QD properties:

1. Growth temperature – refers to the substrate temperature 𝑇 during QD nucleation,
2. Layer thickness ℎ – determined by the amount of group III elements (indium) supplied to

the substrate under As ambient,
3. V/III ratio – the ratio of molar fluxes for the V and III groups, which is typically larger than

1 due to the high volatility of group V species,
4. QD growth interruption conditions – the conditions applied directly after the deposition

of the QD material, before the InP capping, allowing the physical processes on the surface
to last for a certain time. These conditions include GI (or annealing) time, temperature, and
the As over-pressure.

Their influence on the properties of S-K InAs/InP QDs, investigated in [268], was introduced
in Section 2.2 and, based on theory outlined in [195], can be summarized as:

1. Growth temperature is a crucial parameter that affects the reaction rates and thermody-
namics of the system. It determines the density of QDs, inducing an opposite effect for sub-
and supercritical QD. Before reaching the critical thickness ℎ𝑐, the density increases with
temperature, but after that, the opposite happens. The relaxed QD size 𝑅𝑔 has a reverse tem-
perature dependence but for subcritical QDs, attaining 𝑅𝑔 requires a long exposition time.
The growth temperature has no significant impact on ℎ𝑐 due to the temperature-independent
WL thickness in the S-K growth of QDs.

2. Layer thickness ℎ determines how much material is disposable for WL formation and fol-
lowing QDs nucleation. Crucial here is exceeding the ℎ𝑒𝑞 thickness. Afterward, the relation
between ℎ and critical thickness ℎ𝑐 determines the nucleation regime: subcritical, super-
critical, or near-critical (ℎ ∼ ℎ𝑐). In this thesis, it was found that the near-critical regime
is especially useful for reducing the QD density, primarily through the tuning of the V/III
ratio. In the InAs/GaAs system characterized by a large lattice mismatch 𝜖0 = 7.2%, ℎ𝑒𝑞
and ℎ𝑐 are similar, with ℎ𝑒𝑞≈ 1.5ML and ℎ𝑐≈ 1.7ML [195, 269]. However, in the InAs/InP
system with 𝜖0 = 3.2%, there is a larger difference between them [270]: ℎ𝑒𝑞≈ 3ML and
ℎ𝑐≈4ML. In the InAs/InP system, when the InP is exposed to the As flow, the considerable
As-P interdiffusion leads to the formation of a 2D In(As,P) layer. The scanning transmission
electron microscopy (STEM) analysis of structures analogous to those investigated in the
thesis evidences that the In(As,P) layer thickness amounts to 4ML with the composition of
InAs0.7P0.3 [268]. The nucleation of QDs solely under As flow (without supplying In) was not
observed. It was also shown that ℎ𝑒𝑞 is achieved when less than 1.1ML of InAs is deposited
on the 4ML-thick InAs0.7P0.3 layer, while passing the critical thickness ℎ𝑐 requires depositing
of 1.1-1.65ML of InAs [268].
The QD density rapidly increases with ℎ for ℎ < ℎ𝑐 and saturates above it, provided that the
temperature is kept constant.

3. V/III ratio impacts the surface reconstruction [271] and affects, i. a., themigration of adatom
migration. For the QDs investigated in this thesis, it allowed tuning the migration of indium
adatoms on top of the WL, impacting the QD density heavily (two orders of magnitude). A
high V/III ratio leads to the formation of QDs on the As-saturated surface, while the surface
diffusion of In adatoms limits their GR (however, the influence of other surface processes on
the diffusion is not fully understood). Conversely, a low V/III ratio results in an In-rich sur-
face, and the transport of group V atoms from the gas phase limits the GR of QDs. Therefore,
in this case, it is assumed that the GR is proportional to the As precursor flux 𝐹.
The change between these regimes, particularly shifting toward high V/III ratios, was identi-
fied as an enabling factor for achieving the low surface density for both supercritical (down
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to ∼109/cm2) and near-critical (down to ∼107/cm2) QDs at V/III = 100. The height of
surface QDs, revealed by AFM, shows only minor oscillations in the range of 7-10nm, while
the density changes by two orders of magnitude.

4. QD growth interruption conditions. The size of QDs can be affected by changing the time
of the GI (exposition time). This is due to the slower nucleation stage for the subcritical QDs.
It can be controlled in a wide range without significantly impacting the surface density of
islands by tuning the duration of the GI. This is possible because the mean lateral size of
QDs is smaller than 𝑅𝑔 in the case of immediate (or fast enough) overgrowth or cooling the
structure down after switching off the In flux. The density of QDs should remain constant
in the supercritical regime, as the island growth is much longer than the nucleation stage.
However, the lateral QD size should increase when the exposition time is increased.

The above-listed parameters are determined for a specific MOVPE reactor and wafers. The
parasitic deposition on the walls of the growth chamber induces the time drift of growth parameters
and can induce the need for their fine-tuning. Additionally, working in a reaction-limited regime
during the QD nucleation complicates the situation even more. There are many minor factors that
have to be considered, but the ones enumerated here are most commonly used as tuning knobs to
calibrate the QD properties. These parameters form a multi-dimensional space of parameters that
often has no obvious influence on QD properties. Still, they require high tuning precision, and
the strategy employed in this thesis was to change only one parameter at a time. For example,
changing the temperature of the substrate by 1°C during the QD material deposition can have a
considerable impact on the properties of the obtained QDs, reflected in their emission energy.

Typical epitaxial growth procedure

QD structure for 

growth optimization
(a)

Surface QDs

InP (30 nm)
Buried

QDs 

InP buffer
(500 nm )

InP wafer

InAs

QD structure 

for processing

InP (150 nm)

InP buffer
(500 nm )

InP wafer

InGaAs (200 nm)

InP (150 nm)

(b)

Figure 3.2: Cross-sections of the structures with QDs after the epitaxial growth. a, Structure
typical for the optimization of epitaxial growth parameters. The structure contains
buried QDs for optical studies and surface QDs for AFM characterization. b, Structure
ready for subsequent processing steps, with InGaAs etch stop layer and buried QDs
inside the InP cavity.

In Fig. 3.2, the cross-sections of structures with QDs grown for various purposes are compared.
First, the optimal QD growth parameters need to be established. For that, the short recipe begins
with thermal annealing and deoxidation of the (001)-oriented InP wafer followed by the growth of
the InP buffer layer. Next, the optically active buried QDs are grown, capped by a few tens of InP
(∼30nm). Nominally the same QDs are deposited atop the InP cap for structural characterization.
To prevent any other surface reaction that could alter the size, shape, and density of surface QDs,
the structure is cooled down immediately after the deposition step. The cross-section for this
structure is shown in Fig. 3.2a.
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The AFM is a standard surface QDs characterization tool that is sometimes supported by SEM.
Although there is no direct correlation between the sizes of buried and surface QDs due to the
inevitable impact of surface processes during cooling, the QD density in both layers is compara-
ble. For more details on the comparison between the height of the surface and buried QDs, see
P. HOLEWA et al., Optical and electronic properties of low-density InAs/InP quantum dot-like struc-
tures devoted to single-photon emitters at telecom wavelengths, Physical Review B, 101, 19 (2020)²,
where the AFM statistics can be compared with the inferred buried QD sizes, determined from the
STEM image, PL spectra, and 8-band 𝑘⋅𝑝 modeling. In that case, the median surface QD height
determined from the AFM statistics was > 9nm, while the buried QDs, according to STEM and
calculations, extruded 1-6ML (0.3-1.8nm) above the WL.

Once the optimal growth conditions are determined (i. e., low density of few-nm-high InAs
islands, with a small size distribution and minimal in-plane elongation), the growth sequence can
be repeated with slight modifications needed for further processing steps. In this case, the InP
buffer layer is covered by a ∼200nm-thick In0.53Ga0.47As sacrificial layer lattice-matched to InP
that serves as an etch-stop layer during the subsequent HCl etching of InP (substrate removal).
Then, the InP layer is grown to a thickness determined by the cavity design. The QDs are placed
in the middle of the weak vertical InP cavity, as depicted in Fig. 3.2b.

Exemplary conditions applied for a low-temperature QD growth in the calibration configuration
(Figure 3.2a) involve wafer annealing at 650°C under the PH3 flux. During this step, the wafer
rotation is increased to 1000 revolutions per minute (rpm). The deposition of a∼500nm-thick InP
buffer layer on a substrate at 610°C follows. Then, the temperature is decreased for the growth
of a QD layer (e. g., at 483°C) under the PH3 flux. After reaching the growth temperature, the
surface is stabilized under TBP for 180s, then, under AsH3 for 27s.

The QDs can be nucleated either in the S-K growth mode or DE after deposition of InAs under
TMIn and AsH3 flows. Once nucleated, QDs are annealed for e. g. 60s in AsH3 ambient at the
growth temperature. The minimal GI time is ∼3s due to the switching of TBP flux between the
QD material deposition and InP spacer. The employed GI can have a more complex temperature
profile, for example, a temperature increase for 30s to 515°C and continuing the annealing for
another 30s. Subsequently, the InP capping layer is deposited, 10nm at 515°C, with the remaining
desired thickness (typically 20nm) deposited after increasing the temperature to 610°C. This
ends the growth sequence for the structure desired for further processing. However, for the test
structure devoted to QD optimization, an additional QD layer is deposited on the capping layer
at nominally the same growth condition mentioned above. After optional surface QD annealing,
the temperature is immediately decreased, the susceptor rotation is slowed down, and it can be
transferred from the growth chamber to the load lock.

Processing of the structures with quantum dots
Once the optimal growth parameters for the QDs growth are determined, and the processing-ready
structure is grown, as presented in Fig. 3.2b, the subsequent fabrication steps are performed. There
are two principal aims for this fabrication:

1. integration with a metallic mirror and with the Si platform to increase the photon extraction
efficiency 𝜂, addressing the Objective 2. of the thesis,

2. etching of cavities in the InP layer, addressing the Objective 3.

The procedure described in this Section is a summary of the processing performed for the first
time in P. HOLEWA et al., Bright Quantum Dot Single-Photon Emitters at Telecom Bands Hetero-
geneously Integrated with Si, ACS Photonics, 9, 7 (2022)³ and developed further as outlined in
P. HOLEWA et al., Scalable quantum photonic devices emitting indistinguishable photons in the tele-
com C-band, arXiv:2304.02515 (2023)⁴. A simplified representation of the process flow can be
seen in Fig. 3.3.

²This article is included in this thesis, p. 95.
³This article is included in this thesis, p. 143.
⁴This article is included in this thesis, p. 153.

https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1021/acsphotonics.2c00027
https://arxiv.org/pdf/2304.02515
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(a) (b) (c)

Figure 3.3: Schematic of the process flow applied to integrate the QDs with the Si substrate and
to deposit the aluminum layer.

Deposition of SiO2 and Al
The fabrication starts with an epitaxially grown structure shown in Fig. 3.3a – equivalent to
Fig. 3.2b. At this point, it is cleaved into chips (quarters of a 2-inch wafer) to save the material
for future processing iterations. To integrate the QD structure on Si, the SiO2 layer is deposited
on top of the InP-based structure using plasma-enhanced chemical vapor deposition (PECVD) at
the rate of ∼1nm/s with the thickness determined by the cavity calculations. This layer is cov-
ered by a 100nm-thick (at least 20nm, according to the modeling) aluminum layer deposited via
electron-beam evaporation at the rate of 9nm/s.

Integration with Si
After flipping the structure bottom-up, it is bonded to the Si substrate, see Fig. 3.3b. The bonding
procedure includes, first, spin coating of the AP3000 adhesion promoter on Si and InP wafers,
and benzocyclobutene (BCB) on Si wafer, and second, bonding of both structures at 250°C in the
vacuum under an applied force of ∼2kN. Plasma ashing disposes of superfluous BCB from the
back side of the InP wafer. Afterward, to achieve the InP membrane with QDs, the InP substrate is
removed by 60-70min-long dip in HCl followed by the InGaAs sacrificial layer etching for 30s in
(10%) H2SO4:H2O2 = 1:1⁵. Deionized (DI) water rinsing and drying with a nitrogen gun clean
the structure.

At this point, the structure is a planar InP membrane with InAs QDs. It is positioned on top
of the SiO2 layer and the Al mirror underneath. The structure is integrated with the Si carrier
and ready for further processing – fabrication of either mesas (for non-deterministic approach,
see P. HOLEWA et al., Bright Quantum Dot Single-Photon Emitters at Telecom Bands Heterogeneously
Integrated with Si, ACS Photonics, 9, 7 (2022)⁶), or of imaging fields for μPL imaging, as in
P. HOLEWA et al., Scalable quantum photonic devices emitting indistinguishable photons in the telecom
C-band, arXiv:2304.02515 (2023)⁷. The structure with imaging fields is shown in Fig. 3.3c with
bright pyramids that represent InAs QDs randomly distributed on the InP surface.

⁵Equivalent to H2SO4:H2O2:H2O=1:8:80.
⁶This article is included in this thesis, p. 143.
⁷This article is included in this thesis, p. 153.

https://doi.org/10.1021/acsphotonics.2c00027
https://arxiv.org/pdf/2304.02515
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Electron-beam lithography
In this thesis, the EBL process with the investigated structures was performed using the JEOL
JBX-9500FSZ e-beam writer. The crucial parameters of the system are the acceleration voltage of
100kV, beam current in the range of 0.1-60nA, minimum beam diameter of 4nm (for 100pA beam
current), stage position accuracy of 0.5nm, and writing field area of (1×1) mm2 (enabling the
exposure without stitching errors). The available dose range is 10−3-105µC/cm2 with a scanning
speed of 100MHz. Together with automatic beam optimization and proximity error correction,
these parameters allow obtaining lines down to 10nm with the Chemical Semi Amplified Resist
(CSAR) AR-P 6200 resist. A comprehensive review of the principles of the EBL can be found in
Ref. [272].

Generally, the standard EBL process flow requires spin-coating the resist, exposing it with the e-
beam, and developing it. For the hydrogen silsesquioxane (HSQ) negative-tone resist, the manual
spin-coaters were used with the adjusted recipe to fabricate the desired resist thickness (100nm).
For the positive-tone resist, the CSAR resist was used, and the automatic spin-coaters were em-
ployed. In each case, the wafers were baked before the spin-coating.

The spin-coated chips were loaded into the aluminum or titanium chip cassette of the JEOL
JBX-9500 EBL system. Once the cassette is loaded into the load lock (by a clean-room employee,
according to the safety rules), the automatic handling system transfers it into the process cham-
ber and onto the stage. Then, the semi-automatic calibration of the system is executed, which
involves, i. a., measurements of the e-beam current, stage drift, height map, detection of stage
AMs, etc. Additional steps are needed for the exposure with alignment, which is indispensable
for the deterministic fabrication of cavities. They include the detection of wafer global AMs (“P”
and “Q”) and chip AMs. Once the machine is ready, the magazine file (created from the mask
file⁸ and system-specific exposure instructions files⁹ are used to control the e-beam. After the ex-
posure, the cassette is unloaded, and the exposed resist is developed. HSQ requires 2min 40s dip
in water-diluted AZ400K, while CSAR is developed automatically for 60s in TMAH.

ICP-RIE etching
The structures were etched in high-power inductively coupled plasma-reactive ion etching (ICP-
RIE). This technique provides precise control over the physical and chemical etching of the ma-
terial, resulting in a high-quality pattern transfer. It is a reactive ion etching (RIE) modification
commonly used for semiconductor manufacturing. In the ICP-RIE, radicals and ions are gener-
ated by the plasma ignition inside the process chamber. They are highly reactive species that are
accelerated toward the platen electrode that holds the structure.

While in RIE, there is only one power supply to generate the plasma and to accelerate the
species toward the electrode, in ICP-RIE, independent control of plasma generation (flux of species)
and acceleration (ion energy) is established with an additional power supply. Therefore, a much
higher density of radicals and ions is achievable in ICP-RIE compared to RIE (2-3 orders of mag-
nitude) with lower ion bombardment energy and reduced chamber pressure. Hence the ICP-RIE
processing is easier to control and more flexible, providing minor damage to the sample and high
etch rates.

The process recipe applied in processing the structures with QDs was developed in DTU (op-
timized platen power, established etch rates) and slightly adjusted for the current needs. For the
etching of InP, the HBr plasma is used, and the etching progress can be monitored with a laser
point detection system if a negative-tone resist is used. There, the interferometry-based metrology
of the laser beam reflected from the sample surface allows for calculating in-situ the thickness of
the etched material and, additionally, the rapid change of the fringe oscillation period is a foot-
print of the material refractive index change. This allows for manually terminating the etching at
the right moment, however, the signal is obtained only from a single point on the structure.

The pattern transfer to InP is performed at 180°C as the formed etch products have to be volatile
(in this case, InBr3). The load lock is used, and the etching is preceded by the oxygen cleaning of
the process chamber and chamber preconditioning to ensure the repeatability of etching results.

⁸The *.gds file.
⁹The *.sdf and *.jdf files.
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Directly after the etching, the structure is transferred back into the load lock, which is vented
afterward. The sample is removed from the load lock immediately as it has to be dipped promptly
into the DI water to prevent the continuation of the InP etching by residual HBr species. The HSQ
resist residuals can be removed in a buffered oxide etch (BOE or BHF).

Deterministic fabrication of the cavities
A similar processing has been performed during the research presented in P. HOLEWA et al., Scalable
quantum photonic devices emitting indistinguishable photons in the telecomC-band, arXiv:2304.02515
(2023)¹⁰ to fabricate the structure ready for localization of QDs in μPL imaging. However, once
the QD positions were determined with respect to the AMs (described in Section 3.2), the deter-
ministic workflow at DTU is continued by the nanofabrication of cavities.

For a deterministic cavity fabrication process, a 110nm-thick SiN𝑥 layer is deposited in PECVD
on top of InP as a hard mask, and the CSAR e-beam resist is spin-coated. The resist is exposed
in EBL, using AMs in the form of InP crosses standing on SiO2 (located close but outside the
imaging fields). This step requires more attention during the EBL session as all AMs have to be
of high quality for the alignment exposure to work. The resist is developed, and the cavities are
transferred to the SiN𝑥 hard mask using ICP-RIE employing SF6 plasma. Next, the CSAR residues
are removed using the Remover 1165 followed by 10min plasma ashing for the resist descum.
Subsequently, the pattern is transferred into the InP in ICP-RIE by HBr plasma.

The fabrication scheme that has been developed for the fabrication of the structures is presented
in Fig. 3.4. The author of the thesis has performed all steps written in rectangles, however, the
configuration of the steps was always adjusted for the specific aims. The process flow was first
adapted from solutions existing at DTU and developed for the needs of the research described
in P. HOLEWA et al., Bright Quantum Dot Single-Photon Emitters at Telecom Bands Heterogeneously
Integrated with Si, ACS Photonics, 9, 7 (2022)¹¹. It was used to the full extent in P. HOLEWA
et al., Scalable quantum photonic devices emitting indistinguishable photons in the telecom C-band,
arXiv:2304.02515 (2023)¹².

3.2 Optical characterization
This section provides a brief description of the optical setup configurations, which are illustrated
in Fig. 3.5. The figures show a general outline of a μPL setup (Fig. 3.5a) and the imaging setup
(Fig. 3.5b). The depicted μPL setup is greatly simplified and only includes essential elements. The
form was chosen since the reported research required many reconfigurations and setup adjust-
ments, so showing all used versions is impractical. Instead, the following paragraphs give details
of the setups and describe the equipment used. The exemplary realizations of the μPL setups can
be found in SM to the thesis papers, which are included in Appendix A.1 and Appendix A.2.

Microphotoluminescence setup
For a μPL investigation, a structure was held in a helium-flow cryostat allowing for controlled
sample temperatures in the range of 4.2-360K. The structures were optically excited through
a long-working-distance, infinity-corrected, high-numerical-aperture (NA = 0.4, NA = 0.65, or
NA = 0.7) microscope objective (Mitutoyo) with 20×, 50×, or 100× magnification, respectively,
with one of the continuous-wave (cw) semiconductor laser diode lines: 532nm, 640nm, 660nm,
787nm, or 805nm. The transmission of the microscope objective is ∼57% at 1.55µm.

For the pulsed excitation, the structures are excited either by a train of ∼50ps-long pulses
with a repetition frequency of 80MHz or 40MHz and the central photon wavelength of 805nm
(PicoQuant laser diode), or ∼2ps-long pulses with a repetition frequency of 76MHz (∼13.16ns
pulse separation) and the central photon wavelength of 830nm (Coherent Ti:Sapphire). The great

¹⁰This article is included in this thesis, p. 153.
¹¹This article is included in this thesis, p. 143.
¹²This article is included in this thesis, p. 153.

https://arxiv.org/pdf/2304.02515
https://doi.org/10.1021/acsphotonics.2c00027
https://arxiv.org/pdf/2304.02515
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Figure 3.4: The scheme with the process flow used for the deterministic fabrication of cavities
with QDs.



64
3 Methods

Single-mode fiber

Microscope

objective

QD in the

cryostat

1D Camera

Lens

Band-pass

filter

Cold mirror

Beam

expander
Fiber

coupler

(a) (b)

Wide-field

lens

Imaging

lens

HWP

LPLong-pass

filter Laser

PL signal

Beam splitter

SNSPD

FBS

Monochromator

Laser

2D

Camera

Figure 3.5: The general and simplified schemes of the μPL setups showcasing the crucial elements
and comparing a, the typical spectroscopic configuration with b, the imaging configu-
ration. HWP – half-wave plate, LP – linear polarizer, FBS – fiber beam splitter, SNSPD
– a pair of superconducting nanowire single-photon detectors.

advantage of this laser is its tunability in the broad range of 700-1050nm. The tuning range can
be further extended to ∼1600nm with the optical parametric oscillator (OPO). The estimated
diffraction-limited laser beam waist at the sample surface is∼2µmwhen the laser beam is focused
with a microscope objective of NA= 0.65.

Emission from the structure is collected by the same objective and directed by a set of mir-
rors for spectral analysis to one of the monochromators: either with a 1m (Horiba Jobin Yvon),
0.3m, or 0.5m (Princeton Instruments) focal length. The monochromator is equipped with a
liquid-nitrogen-cooled InGaAs multichannel array detector with the typical detection range of
0.8-1.65µm, providing spectral resolution of ∼25µeV for the 1m focal length monochromator
and the grating characterized by the highest dispersion (600 grooves/mm).

Identification of excitonic complexes
The μPL experiments provide various established routes to identify the transition lines visible in
the spectrum. They are based on the excitation power-dependent and polarization-resolved μPL
spectra. The theory underlining the expected behavior for the excitation-power dependent μPL is
explained in Section 2.3. The expected behavior for the polarization series is based on lifting the
spin degeneracy for a neutral exciton state by the EI, as well as lack thereof for charged complexes,
which is explained in Section 2.3 and summarized in Fig. 2.10. The knowledge of calculated
complexes’ binding energies can support the identification by indicating the energy range where
trion or biexciton emission is plausible.

A decisive proof that the observed lines originate from the same QD can be obtained by measur-
ing the second-order cross-correlation function in a setup analogous to the one shown in Fig. 3.5a.
However, the intensities of two different lines have to be cross-correlated, which means that the
fiber-beam splitter (after the light filtering) is of no use and has to be removed. Instead, two
monochromators are used to act as band-pass filters for the correlated lines while the signal is di-
vided with a free-space beam splitter, with reflected and transmitted signals feeding each of them.
Two fiber couplings are needed for the light that is transmitted through the monochromators.

The expected histogram for the biexciton-exciton cascade is a strong asymmetric pattern of
bunching-antibunching at zero delay. Suppose X photon detection is the starting signal, and XX is
the stopping one. In that case, the correlation function for negative delay reflects the probability of
registering a photon emitted from X after registering a photon emitted from a XX. The correlation
function increases for negative delays, reaching amaximum for 𝜏 < 0ns. This reflects the increased
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probability of X emitting immediately after XX, forming the XX-X cascade. For positive delays, the
correlation function has a minimum, reflecting the low probability of the X-XX cascade. Then, the
function increases to 1, which corresponds to an increase in the probability of XX emission after a
long time after the X emission.

For the cross-correlation of a neutral exciton X and a trion CX, the expected histogram has a dip
at zero delay (antibunching) due to the exclusive nature of the complexes, with different dip rise
times for positive and negative delays. Suppose X photon detection is again the starting signal and
CX is the stopping one. The probability of registering a photon emitted from an exciton after the
detection of the photon emitted from the trion is reflected on the negative part of the histogram
delay axis and the opposite for the positive part. The cross-correlation function takes the form of
a slightly asymmetric minimum reflecting the faster single-carrier capture immediately after CX
emission than the three-carrier capture rate after the X emission.

The exemplary cross-correlation histograms for X-CX and X-XX are shown in Fig. S2 of the SM,
included in Appendix A.1.

Degree of linear polarization
Apart from the identification of complexes, the degree of linear polarization is additional informa-
tion that can be gained from the polarization-resolved μPL measurement. Generally, the polariza-
tion state of light can be described using three bases, two linear polarization 𝜋x,y basis, horizontal-
vertical, |𝐻⟩, |𝑉⟩ and diagonal-antidiagonal, |𝐷⟩, |𝐴⟩, as well as the circular polarization 𝜎±,
right-hand and left-hand circularly polarized. The polarization state of light can be conveniently
described using the Stokes vector, [𝑆0,𝑆1,𝑆2,𝑆3], where the total light intensity 𝐼 = 𝑆0, and the
parameters 𝑆1 to 𝑆3 correspond to the dominance of one of the polarization basis states in the
investigated beam. In particular, 𝑆1 and 𝑆2 describe the prevalence of |𝐻⟩ over |𝑉⟩ and |𝐷⟩ over
|𝐴⟩ polarization, respectively,

𝑆0 = 𝐼𝐻 +𝐼𝑉 ,
𝑆1 = 𝐼𝐻 −𝐼𝑉 ,
𝑆2 = 𝐼𝐷 −𝐼𝐴 .

(3.1)

The DOLP is defined as

DOLP= 𝑆2
1 +𝑆2

2

𝑆0
, (3.2)

and can be extracted from the PL spectra as the contrast between maximum and minimum PL
intensities 𝐼max and 𝐼min of the linearly-polarized beam normalized by the total PL intensity 𝐼max+
𝐼min:

DOLP=
𝐼max−𝐼min
𝐼max+𝐼min

. (3.3)

For QDs, DOLP is, i. a., a measure of the HH-LH states mixing.
To measure the polarization properties of emitted light, a HWP is mounted in front of a fixed

high-contrast-ratio (106∶1) LP at the monochromator entrance slit. First, the LP is placed at the
entrance of the monochromator, and the diffraction grating properties determine the LP angle in
order to maximize the monochromator transmission efficiency. The HWP is rotated, and in this
way, the linear polarization of the signal beam is selected. Except for the information on the DOLP,
this measurement also discloses the FSS energy for the X state.

Photoluminescence in the macro configuration
For the initial characterization of the structures, where the averaged spectral emission from the
ensemble of QDs is analyzed, the microscope objective is replaced with an optical lens. With this
solution, the estimated laser beam waist at the sample surface is much larger than in the μPL
experiment, with a typical range of 100-200µm (depending on the lens focal length, the laser
beam width, and the laser wavelength).
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The PL measurement is also possible in a long-wavelength spectral range, up to ∼2.1µm via
the lock-in technique, using a thermoelectrically cooled InAs-based single-channel detector. The
typical reference modulation frequency is ∼2kHz.

Imaging of the microphotoluminescence
Setup configuration
To localize the QD positions with respect to the field edges, the wide-field bright microscope con-
figuration, presented in Fig. 3.5b, was employed. For that, the structure was placed in a standard
optical cryostat mounted on a x-y-z movable stage for targeting fabricated fields that are imaged
consecutively. The surface of the sample was illuminated non-resonantly using the high numerical
aperture (NA= 0.65) high-resolution microscope objective optimized for NIR (57% transmission,
10mm working distance) with 50× magnification and the 660nm laser line. First, the laser beam
is shaped by a beam expander. To create a uniform laser illumination of the sample’s surface, the
laser is focused with an additional lens at the objective’s rear to create the wide-field configuration.
It provides nearly homogeneous surface illumination and high photon collection efficiency across
a (50×50) µm2 field. The same objective collects the spatially distributed QD μPL and scattered
light from the field edges (used as AMs).

Subsequently, the PL signal passes through a cold mirror cutting off the laser light, while a
narrow band-pass filter centered at (1550±8)nm is applied to detect only QD emission at the
center of the C-band. The PL signal is projected onto the NIR-optimized 2D thermoelectrically-
cooled InGaAs-based camera array, characterized by a (12.8×10.24) mm2 chip with pixels of
(20×20) µm2 in size. With the 4× magnification lens in front of the detector chip, the setup has
a 200× magnification, enabling the optimal filling of the entire chip with a single projected field,
hence providing optimal conditions for the QD localization. The setup can be easily changed into
the spectroscopic mode by introducing a collimated laser beam on the microscope objective and
directing the gathered optical signal to the monochromator equipped with a 1D InGaAs multichan-
nel array detector, forming a configuration analogous to the one shown in Fig. 3.5a.

The field borders, treated as AMs, are also visible. After the adjustment of the data acquisition
time and laser power, the μPL maps are recorded for many imaging fields. With the applied
narrowband filtering, each of the fields contains only a few bright emitting spots. They can be
checked in the spectroscopic configuration of the setup, and the QD character of emission is verified
by the power- and temperature-dependent μPL series.

QD localization
The data analysis of the μPL maps is outlined in the Fig. 3.4. The localization of QDs is performed
by taking the vertical and horizontal cross-sections of the μPL map, centered on a QD emission
spot so that each cross-section contains the QD of interest and two field borders – AMs. The
cross-sections are taken by averaging the signal over 10px in the direction perpendicular to the
cross-section to increase the signal-to-noise ratio (SNR). Then, the Gaussian profiles are used to
find the positions of the QD and both AMs in the perpendicular directions.

It was found that the average SNR for QD emission spots is 10.6, emphasizing the importance
of the 7× emission enhancement in the planar structure as compared to bulk InP, what was shown
in P. HOLEWA et al., Bright Quantum Dot Single-Photon Emitters at Telecom Bands Heterogeneously
Integrated with Si, ACS Photonics, 9, 7 (2022)¹³. It is found that for the brightest 10% of QD
spots the QD position fit uncertainty is < 54nm for horizontal and < 37nm for vertical cross-
section. The median fit uncertainty for AMs is 24.1nm and 35.1nm respectively, what can be
translated to the 1D uncertainty of the QD localization Δ𝑄𝐻 < 61.1nm and Δ𝑄𝑉 < 53.2nm for
both cross-sections. Then, using the formula Δ𝑄 =⒧Δ𝑄ℎ⒭

2+⒧Δ𝑄𝑣⒭
2, one can calculate the 2D

QD localization accuracy of Δ𝑄 < 80.1nm. Finally, taking into account the EBL alignment accuracy

¹³This article is included in this thesis, p. 143.

https://doi.org/10.1021/acsphotonics.2c00027
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of Δ𝐶 = 40nm [273], the estimated overall accuracy of the deterministic cavity fabrication (2D
CBG placement accuracy) is Δ𝑅 =⒧Δ𝑄⒭2+⒧Δ𝐶⒭2 <90.3nm.

The details on the localization algorithm, discussion of the involved uncertainties, and the
accuracy of cavity positioning are given in SM for the article P. HOLEWA et al., Scalable quan-
tum photonic devices emitting indistinguishable photons in the telecom C-band, arXiv:2304.02515
(2023)¹⁴, Appendix A.2, Section S-III. Additionally, it was found that the median width of the QD
spot is only∼35% larger than the diffraction-limited spot size (see Appendix A.2, Section S-IV for
details) what is caused most probably by the imperfect setup configuration, especially the presence
of cryostat window between the QDs and microscope objective (compare with the “first generation
setup” in Ref. [176]).

Time-resolved photoluminescence and the correlation spectroscopy
The TRPL is measured by a time-correlated single photon counting method. The structure is ex-
cited by a train of laser pulses, typically non-resonantly. The time width of the pulse has to be much
smaller than the timescale of the system dynamics. A typical lifetime of an exciton complex in its
ground state in InAs/InP QDs is longer than 1ns so both described laser light sources (laser diode
with ∼50ps-long pulses or Ti:Sa laser with ∼ 2-ps-long pulses) were employed for the excitation
of QDs.

A monochromator spectrally filters photons, and the second output port of the monochroma-
tor is equipped with a fiber coupling system, transmitting the signal to an NbN-based SNSPD
with ∼92% quantum efficiency in the 1.5-1.6µm range and ∼ 200 dark counts per second (cps)
(Scontel). A multichannel picosecond event timer (PicoHarp 300 by PicoQuant) – an electric
circuit capable of counting the time differences between pulses, working as a time-to-amplitude
converter – analyzes the single photon counts. The overall time resolution of the setup is ∼80ps.

The correlation histograms are recorded in an analogous setup, in the HBT configuration, see
Fig. 2.13. For that, the QD signal has to be split into two paths and detected by two SNSPDs. The
detectors, a pair of SNSPDs with ∼87% and ∼92% quantum efficiency, generate an electric pulse
in response to the photon absorption. The pulses are passed to the PicoHarp 300 multichannel
picosecond event timer. In this approach, one of the pulses is a “START” event, the second – a
“STOP” event, and the Time-Tagged Time-Resolved (TTTR) data acquisition mode is applied. The
events are stored directly along with additional time information, the time tag, instead of being
sorted into a histogram, as is done for the lifetime measurements. This approach is more powerful
and, i. a., allows for the reconstruction of also the negative part of the time axis. The measured
time differences are collected to reflect the time correlation of the two beams’ intensities in full
statistics. The data is plotted as a histogram of coincidences as a function of delay 𝜏. The second-
order correlation function 𝑔(2)(𝜏) obtained after the normalization of the histogram was described
theoretically in Section 2.4.

During the reported research, the signal was split either before the spectral filtering (using two
monochromators, see Appendix A.1), or after the filtering (using a fiber-based beam splitter, see
Appendix A.2). In the latter case, the fiber filter with ∼0.3nm-wide transmission window was
used for spectral filtering of the signal.

Determination of the photon extraction efficiency
The estimation of photon extraction efficiency 𝜂 is typically performed in the same setup as the
correlation experiments because a SNSPD has to be employed. To determine the value of 𝜂, the
QDs are excited non-resonantly with a pulsed laser diode with 𝑓rep = 80MHz repetition rate at the
saturation power for each QD. The emission is collected with the microscope objective (NA= 0.4),
and the SNSPDs count rates are summed for CX and X lines (𝑛QD), as only one excitonic complex
can radiatively decay at a time, contributing to the QD-generated photon flux. The counts are
corrected by the efficiency of the optical setup 𝜂Setup. Taking into account the laser repetition 𝑓rep,

¹⁴This article is included in this thesis, p. 153.

https://arxiv.org/pdf/2304.02515
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𝜂 for a QD is estimated as
𝜂 =

𝑛QD
𝑓 ×𝜂Setup

. (3.4)

It is difficult to determine the internal quantum efficiency of a QD (i. e., the rate of non-radiative
recombination) experimentally. At the same time, a non-unity value decreases the registered
photon flux and hence 𝜂. The employed method assumes unity QDs internal quantum efficiency
(𝜂int = 100%), what translates to the fact that the QD photon repetition rate equals 𝑓rep. The
assumption of 𝜂int = 100% thus determines a lower limit of 𝜂 due to a possible overestimation of
the expected QD photon flux 𝑛QD. Finally, the measured QD values for the QDs should be corrected
by the factor1−𝑔(2)(0) to account for the secondary photons due to the refilling of the QD states
that enhance the measured photon flux [155, 274].

Setup efficiency
To estimate the optical setup efficiency 𝜂Setup, two methods were used and are described in this
section. The first is based on the calibration of SNSPD counts [114], and the second relies on the
product of transmission (or efficiency) of all elements. The multiplication of the transmission and
efficiency values should lead to the same 𝜂Setup as determined using the calibration method, so the
choice depends on the experimental convenience.

Calibration of SNSPD counts In this case, the setup efficiency 𝜂Setup is estimated by reflecting a
laser tuned to the investigated QD emission range off a silver mirror placed in the setup instead of
the structure. The laser beam is attenuatedwith neutral density filters to achieve the SNSPDs count
rate in the MHz range. This number is corrected by the measured mirror reflectivity, attenuation of
filters, transmission of the cryostat window, and microscope objective, i. e., all elements that have
to be inserted into the optical path during the measurement of QD-emitted photons. The setup
efficiency can be estimated based on the laser power coming on the silver mirror, transmission of
the elements, and the attenuation factor.

Transmission and efficiency of setup elements The setup efficiency 𝜂Setup can also be calcu-
lated by multiplying the transmission of all optical elements and the efficiency of fiber in-coupling
and SNSPD used. In this method, the first point is to reflect the laser beam tuned to the QD emis-
sion wavelength off a silver mirror placed in the setup instead of the structure. The signal emitted
by the sample passes through the following elements of the setup on the way to the detector,
which are given with the exemplary transmission/efficiency values: cryostat window (spectrally
averaged transmission 𝑇 ≈ 90%), microscope objective (𝑇 ≈ 55% at 1.55µm), two beam splitters
(introducing the optical excitation and splitting the QD signal, 𝑇 ≈ 40% each), monochromator
(𝑇 ≈ 15-40%), fiber in-coupling (efficiency 15-50%) and SNSPDs (efficiency ∼92%). The broad
range given for the fiber in-coupling efficiency originates from the setup instability. Reaching
high coupling is challenging as the mode field diameter for the used single-mode fibers is only
(10.4±0.5)µm¹⁵, requiring the micrometer-range precision of the setup adjustment. The result-
ing 𝜂Setup was estimated to (1.10±0.17)% for P. HOLEWA et al., Scalable quantum photonic devices
emitting indistinguishable photons in the telecom C-band, arXiv:2304.02515 (2023), where the un-
certainty was calculated by propagating the assumed uncertainties of the consecutive elements
(for details, see Appendix A.2). The QD emission lines measured during the 𝜂 estimation always
have at least a few thousand cps registered on the SNSPD.

Determination of the single-photon purity
The correlation histograms obtained with pulsed laser excitation are fitted with the function [95,
275]:

𝐶(𝜏) = 𝐵 +𝐴 exp⒧−|𝜏|/𝜏dec⒭−exp⒧−|𝜏|/𝜏cap⒭+𝐻 
𝑛≠0

exp⒧−|𝜏−𝑛𝜏0|/𝜏dec⒭ , (3.5)

¹⁵Value for the Corning® SMF-28® Ultra Optical Fiber available in the Product Information.

https://arxiv.org/pdf/2304.02515
https://www.corning.com/media/worldwide/coc/documents/Fiber/product-information-sheets/PI-1424-AEN.pdf
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where 𝐵 is the level of background coincidences, 𝐴 is a scaling parameter related to secondary
photon emission, 𝑛 ≠ 0 is the peak number and 𝐻 is the average height of the peaks at 𝜏𝑛 = 𝑛𝜏0.
The second-order correlation function 𝑔(2)(𝜏) is then obtained by normalizing 𝐶(𝜏) with 𝐻 .

To calculate the 𝑔(2)(𝜏) value at zero time delay, 𝑔(2)(0), under the pulsed QD excitation,
the coincidences registered during the time 𝑇0 corresponding to a full laser excitation cycle (𝑇0 =
1/𝑓rep) are taken into account. The histogram integration is performed so that the value 𝑔(2)(0)area
can be obtained when including the histogram background contribution 𝐵:

𝑔(2)(0)area =
𝑇0/2

−𝑇0/2
𝐵 +𝐴 exp⒧−|𝜏|/𝜏dec⒭−exp⒧−|𝜏|/𝜏cap⒭d𝜏/


𝑇0/2

−𝑇0/2
𝐵 +𝐻 exp⒧−|𝜏|/𝜏dec⒭d𝜏 ,

(3.6)

and with the background contribution subtracted:

𝑔(2)(0)area =
𝑇0/2

−𝑇0/2
𝐴 exp⒧−|𝜏|/𝜏dec⒭−exp⒧−|𝜏|/𝜏cap⒭d𝜏/

𝑇0/2

−𝑇0/2
𝐻 exp⒧−|𝜏|/𝜏dec⒭d𝜏 .

(3.7)
For the histograms recorded in cw mode, the standard fitting formula is used:

𝐶(𝜏) =𝑁 1−⒧1−𝑔(2)
fit (0)⒭exp⒧−|𝜏|/𝑡rise⒭ , (3.8)

where𝑁 is the average coincidence level at |𝜏|≫0 allowing for 𝐶(𝑡) histogram normalization and
hence obtaining the 𝑔(2)(𝜏) function, and 𝑡rise is the antibunching time constant, 𝑡rise = 1/Γ+𝐺eff,
with the electron-hole radiative recombination rate Γ and the effective pump rate 𝐺eff.

In all cases, the purity is extracted as 𝑃 = 1−𝑔(2)(0), so for the pulsed excitation it is 𝑃pulsed =
1−𝑔(2)(0)area.
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CHAPTER 4
Summary of the results

The thesis comprises five articles that summarizemy research conducted during Ph.D. studies. Four
of these articles have been published in international peer-reviewed journals and form the core of
the thesis, fulfilling the legal requirements for the thesis submitted as a series of articles. These
papers deal with Objective 1. and Objective 2. of the thesis. The most recent results concerning
Objective 3. have yet to be published and are included in the thesis as an arXiv preprint. This
completes my research on the nanofabrication for QIP at the 3rd telecom window.

This chapter presents an overview of the obtained results, which are classified according to
the article they have been published in. Each article is described individually, and together, they
comprehensively describe the nanofabrication of QD-based structures and their optical properties.
The order of articles is organized to gradually shift the emphasis from the fundamental physics
of excitons confined in the QDs towards the application-relevant point of view. This also complies
with the chronological order of publication.

The results of the research reported in the thesis are divided into three major groups based on
their relevance to the thesis objectives formulated on p. 13:

1. Establishing an optimal QD growth strategy for low-density InAs/InP QDs emitting
at C-band, understanding their optical properties, enhancing their in-plane symmetry.
(Objective 1.)

• P. HOLEWA et al., Optical and electronic properties of low-density InAs/InP quantum dot-
like structures devoted to single-photon emitters at telecom wavelengths, Physical Re-
view B, 101, 19 (2020).

• P. HOLEWA et al., Optical and Electronic Properties of Symmetric InAs/(In,Al,Ga)As/InP
Quantum Dots Formed by Ripening in Molecular Beam Epitaxy: A Potential System for
Broad-Range Single-Photon Telecom Emitters, Physical Review Applied, 14, 6 (2020).

• P. HOLEWA et al., Droplet epitaxy symmetric InAs/InP quantum dots for quantum emission
in the third telecom window: morphology, optical and electronic properties, Nanophoton-
ics, 11, 8 (2022).

In this group, two low-density QD systems (InAs/InP and InAs/(In,Al,Ga)As/InP) have been
investigated. Both QD systems share characteristic properties, such as multimodal PL emis-
sion extending over a wide spectral range in NIR, redistribution of carriers via WL states,
and exciton dynamics. The third publication discusses DE QDs with high in-plane symmetry
favorable for entangled photon pairs emission.
All the examined structures with QDs are useful for QIP applications, particularly as sources
of single photons for the systems requiring low-loss and long-range quantum data links im-
plemented in silicon chips or between network nodes connected via silica fibers. This is
because their emission wavelength falls within the 3rd telecommunication window (approx.
1.55µm), providing minimal optical losses in the transmission medium.

2. Development of a semiconductor platform for a broadband enhancement of the photon
extraction efficiency. (Objective 2.)

• P. HOLEWA et al., Bright Quantum Dot Single-Photon Emitters at Telecom Bands Hetero-
geneously Integrated with Si, ACS Photonics, 9, 7 (2022).

https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevApplied.14.064054
https://doi.org/10.1515/nanoph-2021-0482
https://doi.org/10.1515/nanoph-2021-0482
https://doi.org/10.1021/acsphotonics.2c00027
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This publication shows the potential of the developed InP/Al/Si platform for enhancing pho-
ton extraction efficiency 𝜂 for single photons generated in InAs QDs at the 3rd telecom win-
dow. It describes the integration of QDs with a metallic mirror and the investigation of QD
optical properties.

3. Localization of QDs and deterministic fabrication of optimized nanocavities at the QD
nucleation site, investigating the cavity-coupled QDs. (Objective 3.)

• P. HOLEWA et al., Scalable quantum photonic devices emitting indistinguishable photons
in the telecom C-band, arXiv:2304.02515 (2023).

This part of the research was focused on the μPL imaging approach to localize the QDs
optically active at the C-band and the deterministic fabrication of CBGs over them to demon-
strate control over the QD-cavity coupling, leading to a significant enhancement in photon
extraction efficiency 𝜂 and the generation rate of single photons.

4.1 Low-density InAs/InP quantum-dot-like structures
The investigated low-density InAs/InP QDs were obtained by MOVPE in the S-K growth mode. In
this case, the emission of QDs is dispersed between seven PL bands, which are spectrally distributed
in the 1.2-1.9µm range. These bands originate from the ground-state emission of consecutive
QD “families”, as was confirmed by the power-dependent PL experiment (the linear dependence
of the PL intensity vs. the excitation power). The families are formed by QDs whose height
differs by a single ML of InAs. It was suggested by a good agreement between experimental data
and theoretical calculations.¹ Additionally, the WL absorption edge was determined in the PLE
experiment and was an input parameter for the modeling of the WL band structure in the 8-band
𝑘⋅𝑝 approach. The single-particle band structure calculations were performed in the NEXTNANO
environment. It allowed determining the WL thickness and composition.

The temperature-dependent PL experiment allowed assessing the energy scales relevant to the
energy band diagram of the QD system. The experiment revealed activation energies leading to
the PL quench and enhancement for subsequent families of QDs. Based on that, it was found that
at elevated temperatures, carriers are undergoing redistribution among the dot families via the
WL, leaving empty the QDs with a shallow confining potential and filling those with a deeper one.

TRPL studies disclosed the existence of two excitation decay channels for the QD families,
characterized by two different decay time constants. The entropy maximization method (MEM)
applied to data analysis provided that the decay time constants show unexpected flat spectral
dispersion, much different than previously observed for InAs/InP dots [276]. The explanation of
the dispersion lies in two contradictory effects:²

1. weak electron confinement in the dots (leakage of the electron wavefunction from the QD
material to the barrier area, which results in the reduction of the electron and hole wave-
function overlap integral, and the elongation of 𝜏), and

2. the weak exciton binding regime in investigated dots, resulting in the expected dependence
𝜏(𝐸) ∼ 𝐸−2, where 𝐸 is QD emission energy (cf. Eq. (2.58)).

In the μPL experiment, single emission lines from the QDs were observed across the S-, C-,
and L-bands of the 3rd telecom window. These lines were attributed to the recombination of ex-
citonic complexes confined in QDs. This conclusion was drawn from the excitation power- and
polarization-resolved μPL (see Section 2.3 and Fig. 2.10 and the following discussion). Addition-
ally, the μPL studies provided insight into the XX binding energy that reached 3.5meV and the
X FSS energy that amounted to (44±5)µeV. The DOLP was determined for a few CX states and
ranged from 5-31%, indicating HH-LH mixing (see Section 3.2) [277, 278].

In the temperature-dependent μPL experiment, the activation energies of the μPL quench pro-
cesses for a chosen CX line were determined. Two activation energies were found: 1meV and

¹The calculations were done by Michał Gawełczyk.
²This explanation was possible thanks to the theory developed by Michał Gawełczyk.

https://arxiv.org/pdf/2304.02515
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23meV. The higher energy was interpreted as the excitation of the CX to a high-energy confined
state³.

Related article: P. HOLEWA, M. GAWEŁCZYK, C. CIOSTEK, P. WYBORSKI, S. KADKHO-
DAZADEH, E. SEMENOVA, M. SYPEREK, Optical and electronic properties of low-density
InAs/InP quantum dot-like structures devoted to single-photon emitters at telecom wave-
lengths, Physical Review B, 101, 19 (2020).
This article is included in the thesis, starting from p. 95.

Contribution: PL experiments for the investigated QDs in a broad spectral range, ob-
servation of QD families, and further research to explain their origin and mutual re-
lations: temperature-, excitation-power dependent PL, polarization-resolved PL, PLE,
TRPL, 8-band 𝑘⋅𝑝 calculations of the WL states and initial investigations of QD single-
particle states (in NEXTNANO), interpretation of the obtained results, analysis of all PL,
PLE, TRPL and μPL experimental data, preparation of the manuscript, response to the
review.

4.2 Symmetric InAs/(In,Al,Ga)As/InP quantum dots
Exciting findings were discovered when studying InAs QDs embedded in the (In,Al,Ga)As matrix
lattice-matched to the InP substrate. These structures were grown by MBE using the QD ripening
method, which resulted in both the QD emission wavelength at 1.55µm and high in-plane sym-
metry of the QDs [102, 103].⁴ The research provided a comprehensive overview of the optical
properties of such structures and includes a noteworthy discovery about the height differences
between consecutive QD families of 2 ML of InAs, indicating the long-range crystal structure or-
dering.

The investigated QDs show the PL emission centered at ∼1.5µm, with five emission bands
distributed in the 1.55-2µm spectral range. The power-dependent PL showed the linear increase
of each band intensity vs. excitation power, indicating that the bands are contributed by the ground
state emission of the QDs. Based on that, the working hypothesis has been established that the
QDs are grouped into height-dependent families, similar to P. HOLEWA et al., Optical and electronic
properties of low-density InAs/InP quantum dot-like structures devoted to single-photon emitters at
telecom wavelengths, Physical Review B, 101, 19 (2020).

Further studies revealed that explaining the observed differences between PL band energies
was initially impossible, assuming that QD families differ by a single InAsmonolayer. Instead, it was
discovered that the observed differences could be explained if successive QDs families differ by two
InAs monolayers in height. This conclusion indicated the existence of a long-range ordering [279,
280] in the investigated system and was the first observation of such phenomenon for QDs in
general. The long-range ordering is present in the (In,Al,Ga)As matrix surrounding the QDs. It
can be described as the arrangement of the barrier material into alternating layers: rich and poor
in indium. Due to such an atomic arrangement (previously observed for ternaries [279, 281, 282]
and quaternaries [283]), it is impossible to change the height of the InAs QD by one monolayer.

Performed spectroscopic studies were analogous to those applied to QDs investigated in P. HOLEWA
et al., Optical and electronic properties of low-density InAs/InP quantum dot-like structures devoted
to single-photon emitters at telecom wavelengths, Physical Review B, 101, 19 (2020). These in-
cluded polarization-resolved PL, which indicated that the QD emission had a negligible DOLP, as
demonstrated in [102]. In the TRPL experiments, the recorded PL decay traces were described
by the mono-exponential decay function, and the extracted PL decay times had negligible energy
dispersion. When examining elongated QDs (and especially QDashes), it is common to extract two
time constants from the decay traces. The lack of such observation coupled with the low DOLP
suggested that the QDs under study have a high in-plane symmetry.

Finally, temperature-dependent PL revealed carrier redistribution between QDs families at el-
evated temperatures via the WL states. The holes were identified as contributing the most to the

³The QD band-structure calculations including excitonic effects were performed by Michał Gawełczyk.
⁴The MBE growth was carried out in the group of Mohamed Benyoucef at the University of Kassel, Germany.

https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevB.101.195304
https://doi.org/10.1103/PhysRevB.101.195304
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redistribution taking into account the extracted activation energies for the observed PL quench
process and their comparison to the QDs band structure calculations.⁵

Related article: P. HOLEWA, M. GAWEŁCZYK, A. MARYŃSKI, P. WYBORSKI, J. P. RE-
ITHMAIER, G. SęK, M. BENYOUCEF, M. SYPEREK, Optical and Electronic Properties of
Symmetric InAs/(In,Al,Ga)As/InP Quantum Dots Formed by Ripening in Molecular Beam
Epitaxy: A Potential System for Broad-Range Single-Photon Telecom Emitters, Physical
Review Applied, 14, 6 (2020).
This article is included in the thesis, starting from p. 111.

Contribution: The PL studies for the QD ensemble in a wide spectral range, observa-
tion of the QD families, and further research to explain their origin: modeling their
electronic structure using the 8-band 𝑘⋅𝑝 method. Discovery and description of the
first long-range ordering of the crystal lattice in the case of QDs, based on the consis-
tency between results from spectroscopic studies and theoretical modeling (using the
8-band 𝑘⋅𝑝 approach implemented in the NEXTNANO software). Spectroscopic exami-
nations: temperature-dependent, polarization-resolved, power-dependent, and TRPL,
interpretation of the obtained results, analysis of all experimental data, preparation of
the manuscript, response to the review.
Author of this thesis is a corresponding author of this article.

4.3 Droplet epitaxy symmetric InAs/InP quantum dots
The work on the low-density droplet epitaxy InAs/InP QDs of high in-plane symmetry demon-
strates the potential of a novel epitaxial method with applications to nanophotonics, particularly
quantum optical communication and QIP based on an entangled photon state.

Although the successful synthesis of epitaxial S-K InAs/InP QDs results in excellent single-
photon emission at C-band [95], the DE QDs are very promising sources of entangled photon pair
emission [59] as their confining potential is more symmetric compared to S-K QDs [76]. The
symmetry of a QD confining potential is the primary factor determining the X FSS [2]. The more
symmetric the QD is, the FSS is lower and ideally tends to zero. This condition is critical for
achieving polarization-entangled photon pairs originating from the XX-X recombination cascade
in a QD.

Therefore, a new QD growth approach in the MOVPE was required to allow for control over
the QD parameters. The stress was primarily put on tailoring the shape of a QD in MOVPE and
addressing its size and surface density while maintaining emission in the C-band.

Implementation of a QD growth method based on the DE approach allowed to fulfill several
essential requirements for QD-based quantum emitters operating in the telecom spectral range.
The applied procedure led to the following:

• low QD surface density 2.8×108/cm2,

• control over the photon emission wavelength in the required spectral range near the center
of the 3rd telecom spectral window,

• high purity of single-photon emission,

• potential for entangled photon pairs generation.

The work first involved developing the DE scheme with the In droplet deposition performed
at a low temperature (360°C), followed by the research to find the optimal AsH3 flux parameters
in the MOVPE reactor to achieve high QD symmetry and emission in the C-band simultaneously.
Although no additional annealing was initially applied after the droplet crystallization, its inclusion
was found necessary to achieve symmetric QDs. The conditions of the annealing were optimized

⁵Calculated by Michał Gawełczyk.

https://doi.org/10.1103/PhysRevApplied.14.064054
https://doi.org/10.1103/PhysRevApplied.14.064054
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and found out as annealing the In droplets under AsH3 ambient during ramping up the temperature
to 550°C, followed by 180s waiting time under AsH3 flux (annealing).

The characterization of QDsmorphologywas examined in detail by AFM, high-resolution STEM
and energy-dispersive x-ray spectroscopy (EDX).⁶ The experimental data were supported by de-
tailed theoretical treatment of the DE QDs nucleation process, including changes in the DE mor-
phology upon annealing.⁷

The optical investigations involved studies on the emission properties of QD ensemble, includ-
ing the temperature- and power-dependent PL, TRPL, and polarization-resolved PL. To study the
optical properties of individual QDs, mesa structures were fabricated to limit the QDs density
within an excitation spot. Consequently, high-spatially-resolved experiments could be performed,
like temperature- and power-dependent μPL, TRPL, and the polarization-resolved μPL. In addition,
autocorrelation spectroscopy was carried out for the most intense and well-isolated QDs to elabo-
rate on single-photon emission properties. The spectroscopic data were supported by modeling of
the QDs band structure with input from the QD morphology characterization.⁸

In particular, the QDs ensemble emission polarization properties, measured and theoretically
simulated, suggest negligible FSS, a figure of merit for entangled photon pairs generation. The
measured optical response from a single QD located in a fabricatedmesa structure showed the high
purity of single photons, 𝑃 = (92.5±7.5)%. In addition, the FSS of (50±5)µeV determined for an
X line was related to the post-processing-induced imperfections and not the intrinsic property of
the QD itself. Despite that, based on the temperature-dependent μPL, it was shown that the QDs
could operate as high-purity photon state generators even at elevated temperatures up to 80K.

Related article: P. HOLEWA, S. KADKHODAZADEH, M. GAWEŁCZYK, P. BALUTA, A. MU-
SIAŁ, V. G. DUBROVSKII, M. SYPEREK, E. SEMENOVA, Droplet epitaxy symmetric InAs/InP
quantum dots for quantum emission in the third telecom window: morphology, optical
and electronic properties, Nanophotonics, 11, 8 (2022).
This article is included in the thesis, starting from p. 127.

Contribution: Optimization of the QD growth method and the growth of QDs, AFM
measurements, all optical studies: PL and μPL, identification and study of exciton com-
plexes, correlation and TRPL, data analysis and interpretation, manuscript preparation,
response to the review.
Author of this thesis is a corresponding author of this article.

4.4 Bright quantum dot single-photon emitters
heterogeneously integrated on Si

This article is a continuation of the work on the epitaxy of self-assembled InAs/InP QDs, expanding
the field of research on the development of heterogeneous integration of photon emitters with
other material platforms towards enhancement of photon extraction efficiency 𝜂. The latter is
an indispensable step that paves the way for the localization of a single telecom photon emitter
in a planar structure through the optical imaging technique prior to the deterministic shaping of
its environment. As explained in the Motivation, the challenge of low photon flux escaping the
semiconductor structure can be routinely addressed for QDs emitting in the < 1µm range (for
example, DBR for GaAs-based QDs).

In this work, the multi-step nanofabrication described in Section 3.1 was explored, transform-
ing the epitaxial wafer with QDs into a stack with an InP slab and the aluminum mirror under
the QDs layer, all integrated with the Si platform. It led to a proof-of-principle structure with
InAs/InP QDs emitting in the 3rd telecom band that were heterogeneously integrated to a silicon
carrier. Therefore, this paper deals with a versatile and robust solution for achieving high levels
of 𝜂 (∼10% for an objective NA of 0.4 with room for further improvement) for QDs emitting at

⁶STEM and EDX done by Shima Kadkhodazadeh.
⁷Kinetic nucleation theory developed by Vladimir Dubrovskii.
⁸Calculations of the QDs band structure in 8-band 𝑘⋅𝑝 were performed by Michał Gawełczyk.

https://doi.org/10.1515/nanoph-2021-0482
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1.55µm, increasing the average brightness of QDs by the factor of ∼7.4. The structure offered
the possibility to study the optical properties of QD-based single photon emitters in telecom due
to high photon extraction efficiency elevating the source brightness on a state-of-the-art level at
that time.

The significance and novelty of this work can be summarized as follows:
• A novel hybrid structure with InAs/InP QDs was proposed and fabricated, marking the first

heterogeneous integration of single InAs/InP QDs emitting in the 3rd telecom band with a
silicon substrate. One previous attempt for integrating with Si an InAs/InP QD, emitting in
the O-band near 1300nm, has been made using the pick-and-place technique [284].

• The obtained results are important for a simplified, small-footprint, cost-effective, and scal-
able manufacturing process for triggered single-photon emission that is suitable for Si-based
on-chip photonic QIP and distributed quantum computation utilizing low-loss, fiber-based
optical networks.

• The fabricated single-photon source architecture, surpassing other approaches in its techno-
logical simplicity, achieved the record 𝜂 value of ∼11% at 1500nm and ∼7% at 1550nm
with the NA= 0.4. These efficiencies are highly competitive with those presented to date for
InAs/InP QDs in the 3rd telecom band: Ref. [106] reported 𝜂 ∼11% at 1560nm but with
NA= 0.55. Additionally, that approach is not suitable for monolithic integration due to the
low mechanical stability of the utilized horn structure. In turn, Ref. [113] has provided 𝜂
= 13% at 1560nm and NA= 0.4 for an InAs/InP QD atop of an InP/(In,Al,Ga)As DBR. How-
ever, this approach is limited to a narrow spectral window provided by the DBR stop-band
and requires demanding fabrication for the DBR due to the low refractive index contrast of
the InP-lattice-matched material layers.

• The high-purity triggered single-photon emission was demonstrated with 𝑔(2)(𝜏 = 0) < 0.02
without any corrections at cw excitation at the liquid helium temperature and preserved up
to 50K, and the record-high purity at 80K of 𝑃 = (0.75±0.19) was shown for QDs emitting
at 1.55µm (the previous record at 1.55µm was 66%, demonstrated in Ref. [100]).

• For pulsed excitation, the achieved as-measured 𝑔(2)(0) = (0.205±0.020), and 𝑔(2)(0) =
(0.114±0.020) with background coincidences subtracted.

The applied approach is prospective for high-brightness, high-purity SPSs at 1.55µm range,
utilizing a well-developed and cost-effective silicon platform. It also paves the way for the fabri-
cation of photonic microcavities (e. g., CBGs or nanopillars) with optimized microcavity design
to further enhance the 𝜂 level in deterministic processing in μPL imaging, what was realized in
P. HOLEWA et al., Scalable quantum photonic devices emitting indistinguishable photons in the telecom
C-band, arXiv:2304.02515 (2023), and the deterministic fabrication of dedicated microcavities
with prospects of the 𝜂 close to unity.

Related article: P. HOLEWA, A. SAKANAS, U. M. GüR, P. MROWIŃSKI, A. HUCK, B. WANG,
A. MUSIAŁ, K. YVIND, N. GREGERSEN, M. SYPEREK, E. SEMENOVA, Bright Quantum
Dot Single-Photon Emitters at Telecom Bands Heterogeneously Integrated with Si, ACS
Photonics, 9, 7 (2022).
This article is included in the thesis, starting from p. 143.

Supplemental Material for this article is included in the Appendix A.1, p. 167.

Contribution: Optimization of the QD growth and the growth of the QDs described
in the article (S-K mode), participation in the design of the structure, fabrication as
described in Section 3.1, all optical studies: characterization in μPL, identification
and study of exciton complexes in temperature-, power-dependent and polarization-
resolved μPL, correlation spectroscopy, determination of photon extraction efficiency
from the structure, data analysis and interpretation, preparation of the manuscript,
response to the review.
Author of this thesis is a corresponding author of this article.

https://arxiv.org/pdf/2304.02515
https://doi.org/10.1021/acsphotonics.2c00027
https://doi.org/10.1021/acsphotonics.2c00027
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4.5 Quantum dots in nanocavities resulting from
deterministic processing

The scalability of the QD-based technologies requires deterministic processing. However, the ran-
dom nucleation site of semiconductor QDs is a common obstacle in the development of efficient
quantum light sources, especially restraining the deterministic fabrication of photonic devices
based on QDs. Although a QD operating in NIR (< 1µm) can be identified and localized using a
high-quality 2D Si-based CCD camera or localized by scanning techniques, the localization of QDs
emitting in the telecommunication-relevant C-band (outside the detection range of the Si-based
detectors) is especially demanding but crucial for establishing the deterministic workflow. See
Section 1.3 for more details.

To address this problem, which is also central to the Objective 3. of this thesis, a fully-
deterministic fabrication of numerically-optimized hybrid CBGs at the nucleation site of single
InAs/InP QDs emitting at telecom C-band was performed. The μPL imaging was employed to ef-
ficiently localize hundreds of QDs, visible as nearly diffraction-limited spots on a chip of the 2D
InGaAs camera, and used EBL to fabricate CBGs there. For that, the nanofabrication of the struc-
ture for imaging was performed, and the μPL imaging setup working at 1.55µm was developed⁹.
The positions of QDs with respect to the AMs were found using a LabTalk script that takes as an
input the μPL maps and rough estimations of the QD positions, analyzes them and outputs the QD
positions with respect to the AMs (imaging field borders). Afterward, a Python script processes
this data and outputs the mask file for EBL.

The CBGswith the optimized geometry¹⁰ were etched afterward in the InP layer at the localized
QD spots. The related preprint describes the overall performed processing while the methodology,
details on the localization algorithm, discussion of the involved uncertainties, and the accuracy of
cavity positioning are given in SM. Additionally, the scheme presented in Fig. 3.4 summarizes the
procedure described here. he overall accuracy of the cavity placement is estimated at 90nm, and
the total process yield at 30%. The related preprint describes the overall performed processing
while the methodology, details on the localization algorithm, discussion of the involved uncertain-
ties, and the accuracy of cavity positioning are given in SM. Additionally, the scheme presented
in Fig. 3.4 summarizes the procedure described here.

The QD-cavity coupling in TRPL was shown by the shortening of the radiative decay rate of
the CX lines, with the Purcell enhancement estimated to 𝐹P = 5. QDs coupled with the cavity
modes are bright and pure sources of single photons with the photon extraction efficiency of 𝜂
= (16.6±2.7)% into NA = 0.4. The single-photon purity under non-resonant excitation has been
estimated to 𝑃 = (95±2)% at half the saturation power and 𝑃 = (83±3)% for the CX line saturation
power. Additional quantum-optical experiments were carried out without the participation of this
thesis’ author, with the single-photon purity of 𝑃 = (99.68±0.06)% under the longitudinal optical
(LO)-phonon-assisted excitation and the two-photon interference visibility of (19.3±2.6)%.

The reported work can be seen as a direct continuation of the research on the heterogeneous
platform with metallic mirror reported in P. HOLEWA et al., Bright Quantum Dot Single-Photon
Emitters at Telecom Bands Heterogeneously Integrated with Si, ACS Photonics, 9, 7 (2022), which
could be used during the μPL imaging due to the enhanced photon extraction efficiency 𝜂. More-
over, the presented approach paves the way for fast and scalable fabrication of photonic devices
based on QDs, operating at 3rd telecom window. This implies a clear application potential of these
results in the medium term.

Related preprint: P. HOLEWA, E. ZIęBA-OSTóJ, D. VAJNER, M. WASILUK, B. GAáL,
A. SAKANAS, M. BURAKOWSKI, P. MROWIŃSKI, B. KRAJNIK, M. XIONG, A. HUCK, K. YVIND,
N. GREGERSEN, A. MUSIAŁ, T. HEINDEL, M. SYPEREK, E. SEMENOVA, Scalable quantum
photonic devices emitting indistinguishable photons in the telecomC-band, arXiv:2304.02515
(2023).
This preprint is included in the thesis, starting from p. 153.

⁹In cooperation with Bartosz Krajnik and Paweł Mrowiński, WUST.
¹⁰The cavity design was provided by Benedek Gaál and Niels Gregersen, DTU Electro.

https://doi.org/10.1021/acsphotonics.2c00027
https://arxiv.org/pdf/2304.02515
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Supplemental Material for this preprint is included in the Appendix A.2, p. 180.

Contribution: Optimization of the QD growth and the growth of the QDs structure for
further processing, similar to the one performed in P. HOLEWA et al., Bright Quantum
Dot Single-Photon Emitters at Telecom Bands Heterogeneously Integrated with Si, ACS
Photonics, 9, 7 (2022), μPL imaging, devising the data analysis approach to local-
ize the QDs, as outlined in Section 3.2, writing the Labtalk scripts to analyze the μPL
maps and determine the absolute positions of QDs, creation of EBL masks with deter-
ministic cavities in Python, fabrication of cavities according to the description given in
Section 3.1.
Optical studies of the cavities: their characterization in μPL, identification and study of
exciton complexes in temperature-, power-dependent, and polarization-resolved μPL,
correlation spectroscopy (non-resonant excitation), determination of photon extrac-
tion efficiency for the QDs in cavities, data analysis and interpretation, preparation of
the manuscript.
Author of this thesis is a corresponding author of this article.

https://doi.org/10.1021/acsphotonics.2c00027
https://doi.org/10.1021/acsphotonics.2c00027
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Optical and electronic properties of low-density InAs/InP quantum-dot-like structures designed for
single-photon emitters at telecom wavelengths
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Due to their band-structure and optical properties, InAs/InP quantum dots (QDs) constitute a promising
system for single-photon generation at the third telecom window of silica fibers and for applications in quantum
communication networks. However, obtaining the necessary low in-plane density of emitters remains a chal-
lenge. Such structures are also still less explored than their InAs/GaAs counterparts regarding optical properties
of confined carriers. Here, we report on the growth via metal-organic vapor phase epitaxy and investigation of
low-density InAs/InP QD-like structures, emitting in the range of 1.2–1.7 μm, which includes the S, C, and
L bands of the third optical window. We observe multiple photoluminescence (PL) peaks originating from flat
QDs with the height of a few material monolayers. Temperature-dependent PL reveals a redistribution of carriers
between families of QDs. Via time-resolved PL, we obtain radiative lifetimes nearly independent of emission
energy in contrast to previous reports on InAs/InP QDs, which we attribute to strongly height-dependent
electron-hole correlations. Additionally, we observe neutral and charged exciton emission from spatially isolated
emitters. Using the eight-band k·p model and configuration-interaction method, we successfully reproduce the
energies of emission lines, the dispersion of exciton lifetimes, the carrier activation energies, as well as the
biexciton binding energy, which allows for a detailed and comprehensive analysis of the underlying physics.

DOI: 10.1103/PhysRevB.101.195304

I. INTRODUCTION

Semiconductor epitaxial self-assembled quantum dots
(QDs) have attracted attention for decades. Among many
factors, this interest is driven by their ability to emit sin-
gle photons of high purity and indistinguishability [1–3],
and by the possibilities of their integration with existing
semiconductor platforms. The proposed applications require
further development of QDs to meet specific requirements,
e.g., emission wavelength or spatial isolation of an emitter.
A currently vital example is a nonclassical single photon
source desired for quantum-secured data transfer and quan-
tum information processing in open systems exploiting the
existing architecture of mid- and long-haul silica- fiber-based
optical networks. To achieve this specific application target,
a QD should emit in the low-loss third spectral window
of silica fibers (1.46–1.625 μm) commonly divided into
three subbands: S (1460–1530 nm), C (1530–1565 nm), and

*michal.gawelczyk@pwr.edu.pl
†Present address: Experimental Physics 3, University of Würzburg,

Am Hubland, 97074 Würzburg, Germany.
‡esem@fotonik.dtu.dk
§marcin.syperek@pwr.edu.pl

L (1565–1625 nm). This can be reached by employing an
InGaAs metamorphic layer approach for the well-known
InAs/GaAs QD structure [4]. Recently, QDs made by this
technique have shown high fidelity photon entanglement [5].
However, this growth method is technologically demanding
and still prone to structural defects [6], which obstructs its
migration to the realm of applications.

Emission in the third telecom window can naturally be
achieved by using InAs QDs grown on the InP substrate with-
out applying additional strain engineering to the band gap.
However, due to more than two times smaller lattice mismatch
in comparison to standard InAs/GaAs QDs, the InAs/InP dots
form dense arrays of flat and sizable in-plane material islands.
Consequently, the in-plane spatial isolation and quality of
such dots are hardly achievable but still indispensable for a
single-photon source application.

Up to now, the reduced planar density of InAs/InP QDs
emitting in the targeted spectral range has been achieved
in molecular beam epitaxy (MBE) through modifications of
the growth scheme or post-growth annealing of the structure
[7–9]. A similar approach has been used in metal-organic
vapor phase epitaxy (MOVPE), where the combination of
annealing with double-capping was applied to enhance the
uniformity of QD sizes [10,11]. Both techniques have yielded
good optical quality InAs/InP QD-based emitters [8,12,13].

2469-9950/2020/101(19)/195304(14) 195304-1 ©2020 American Physical Society
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Here, we explore the MOVPE growth of InAs/InP QD-like
nanostructures, modified by introducing the additional inter-
ruption step leading to formation of sparse islands emitting
light within the third telecom band. The strain-driven for-
mation of islands (the Stranski-Krastanov mechanism) from
the InAs(P) layer is partially suppressed by high V/III ratio
to ensure low surface density of QDs below 109 cm−2. This
results in good spatial isolation of single emitters allowing for
examination of their optical properties.

Apart from their relevance for applications, InAs QDs
grown on InP itself or in alloys lattice-matched to InP, e.g.,
InGaAlAs with various cation proportions, are interesting for
fundamental research, as they provide carrier confinement
distinct from the one known from well-explored and described
GaAs-based systems. Recent studies have provided explana-
tion of some of their properties, such as partially polarized
emission [14], exciton recombination characterized by two
distinct lifetimes in the case of asymmetric dots [15] or
the structure of excited states [16]. They have also raised a
question regarding the exciton confinement regime [17,18].
These results were, however, obtained mostly for very dense
ensembles of elongated QDs [19], and thus characterization
of carrier confinement and the resulting optical properties of
low-density QDs, growing in a different geometry such as
those considered here, is needed. In this work, we combine
both goals and provide a comprehensive description of this
specific low-density QD-like system, focusing both on its rele-
vance for potential applications and on fundamental properties
of carrier confinement leading to the observed properties of
emission.

The investigated InAs/InP QDs are formed on a 3-ML-
thick InAs(P) wetting layer (WL) and have a truncated pyra-
midal shape with a hexagonal base. The ensemble photolumi-
nescence (PL) from the dots is concentrated in multiple nar-
row bands corresponding to QDs with height of consecutive
integer numbers of monolayers (MLs) of material, according
to our calculation. By fine-tuning the agreement of calculated
exciton energies with positions of PL peaks, we establish
that QDs in-plane size scales linearly with their height. Ad-
ditionally, from time-resolved PL studies, we assess exciton
lifetimes on the order of 1 ns with a very weak dispersion of
values. While in general a dispersive character of the latter
is expected due to strong scaling of radiative recombination
rates with emission wavelength [20], we find theoretically that
the virtually energy-independent values measured here result
from the interplay between the said general trend and a strong
change in the strength of Coulomb electron-hole correlations,
known to enhance exciton-light coupling, with increasing
QD height. We observe also a thermally driven redistribution
of carriers, exhibited in thermal quenching of PL from the
highest-energy peaks and a combination of enhancement and
quenching for the others. For the latter, the extracted activation
energies correspond well to those calculated by us for escape
of electrons to the WL, while for the other we rather deal with
excitation of whole excitons. At the same time, the energies
corresponding to PL enhancement for each of the bands
correspond to energies of thermal escape of single carriers
from QDs forming the higher-energy neighboring band, which
illustrates the migration of carriers between families of QDs.
Finally, by means of high-resolution microphotoluminescence

(μPL) measurements performed on samples with fabricated
submicrometer mesas, we observe emission lines originat-
ing from recombination of neutral and charged excitonic
complexes within single QDs. Charged excitons (CX) are
observed in each of the subbands of the third telecom window
with emission persisting up to T = 70 K.

The paper is organized as follows. In Sec. II, we describe
the investigated structure and experimental methods. Next, in
Sec. III, we describe the formalism employed for theoreti-
cal calculations. In Sec. IV, we report experimental results
and provide explanations based on theoretical calculations.
Finally, we summarize our findings in Sec. V.

II. INVESTIGATED STRUCTURE AND
OPTICAL EXPERIMENTS

In this section, we discuss the QD growth method, and the
morphological characteristics of the structures under consid-
eration, as well as we describe the experimental methods used.

A. Investigated structure

The structure was grown in the low-pressure MOVPE
TurboDisc® reactor using standard precursors: arsine
(AsH3), phosphine (PH3), tertiarybutylphosphine (TBP), and
trimethylindium (TMI). The growth sequence started from the
deposition of a 0.5-μm-thick InP buffer layer on an (001)-
oriented InP substrate at 600◦C. Subsequently, the tempera-
ture was decreased to 480◦C and stabilized first under TBP
and afterwards AsH3 ambient. A layer of QDs on a wetting
layer (WL) was formed after deposition of a nominally 1.04-
ML-thick InAs layer at TMIn and AsH3 flow rates of 12.2
and 4461 μmol/min, respectively, with the V/III ratio of
366. After that, a 6-s-long growth interruption was introduced
prior to the deposition of a 10-nm-thick InP cap layer. The
temperature was then increased to 600◦C, and 30 nm of InP
was deposited. Finally, an array of surface QDs was deposited
using the same growth parameters for characterization by
atomic force microscopy (AFM).

The structural and morphological characteristics of the
structures are summarized in Fig. 1 and further elaborated in
Ref. [21]. Figure 1(a) shows a 5 μm × 3.5 μm areal scan of
surface QDs measured with the AFM. The dots are relatively
large and slightly elongated in the [110] direction and are
sparsely scattered with a surface density of �109 cm−2.
Statistical analysis of their geometry presented in Fig. 1(c)
showed length L in the range of 55–85 nm, while width
W is spread between 45 and 55 nm. This gives an average
in-plane aspect ratio of ∼1.25. The median QD height H is
relatively large and exceeds 9 nm. Setting the aspect ratio of
L/W = 1.25, we calculate L from measured QD areas and
check their correlation with H by plotting in Fig. 1(d) the
dependence H (L) in the form of a scatter plot. Based on this
we deduce a linear dependence between H and L for surface
QDs, which is plotted to guide the eye with a solid line.

The magnified image of surface QDs shown in the inset of
Fig. 1(a) reveals their diamond-like shape ended from top by a
dome, which we schematically present in Fig. 1(e). Although
these dots are optically inactive, we assume that their in-plane
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FIG. 1. (a) AFM image of 5 × 3.5 μm2 sample area with surface
QDs. (Inset) Magnified part revealing geometry of single QDs.
(b) TEM image of the sample cross-section with surface and buried
QDs. (c) Histograms of width W , length L, and height H of surface
QDs based on the AFM data. (d) Dependence of surface QDs height
on their in-plane size based on AFM data (symbols) with a linear
trend (line). (e) and (f) Assumed shapes for the surface and buried
QDs, respectively.

dimensions are similar to those of their buried counterparts,
which are responsible for the strong optical response.

A high-angle annular dark-field scanning transmission
electron microscopy (HAADF STEM) image of the structure
is presented in Fig. 1(b), providing a cross-sectional view
in [110] crystallographic direction. The contrast in HAADF
STEM images is primarily related to the atomic number,
and can thus be used directly to measure the dimensions of
the QDs, as the contrast arising from the strain is negligible
here [23]. The upper panel reveals surface QDs, while the
bottom one shows a single buried dot. Although some simi-
larities between both types of dots are discernible, significant
differences between them can also be observed. Both types
of dots are of similar size in the growth plane. However,
the height of buried QDs is much smaller than that of the
surface ones. Additionally, the buried ones are flat on top
[Fig. 1(f)], in contrast to dome-shaped surface dots [Fig. 1(e)].
These differences most probably result from longer growth
interruption after the nucleation of the surface QDs. In this
case, the material may be partially redistributed from the WL
to the top of QDs, driven by strain relaxation. However, we
can assume that the lateral sizes of surface dots are the same as
of buried dots. The buried QD shown protrudes by 6 ML from

the WL top surface. We estimate that QDs are of pure InAs,
based on the lattice spacing analysis of the STEM images
available in Ref. [21].

B. Optical experiments

For time-integrated PL, photoluminescence excitation
(PLE), and time-resolved PL (TRPL) experiments the struc-
ture was held in a helium closed-cycle refrigerator allowing
for control of temperature in the range of 10–300 K. The
sample was excited by a train of ∼2-ps-long pulses generated
by the optical parametric oscillator (OPO) providing a photon
energy in the range of 0.9–1.2 eV. The pulse generation
frequency was either 76 MHz or lower. The light emitted
from the sample was collected in a standard lens-based far-
field optical setup and dispersed by a 0.3-m-focal-length
monochromator. Time-integrated PL was measured in a wide
spectral range of 0.5–1.1 eV via the lock-in technique at
the reference modulation frequency of 2 kHz, using a ther-
moelectrically cooled InGaAs-based single-channel detector.
The same experimental setup was employed for the PLE
measurements. In this case, the monochromator was fixed to a
certain detection energy (Edet) while the structure was excited
by scanning the photon energy across the OPO’s spectral
range. The TRPL was measured by a time-correlated single
photon counting method. Photons were spectrally filtered
by the monochromator and subsequently directed onto the
NbN superconducting detector. The multichannel event timer
was synchronized to the pulse train to produce photon event
statistics. The overall temporal resolution of the TRPL setup
was ∼80 ps.

For the PL with high spatial resolution (μPL) the sample
was kept in a He-flow cryostat allowing for control of the
sample temperature in the range of 5–300 K. Sample was
excited by the continuous wave (CW) semiconductor laser,
and the emission was collected by a near-infrared-optimized
microscope objective with high numerical aperture of NA =
0.4. The μPL signal was spectrally analyzed by a 1-m-focal-
length monochromator and registered by a liquid-nitrogen-
cooled InGaAs-based linear detector operating in the spectral
range from 1.24 eV down to 0.75 eV. Polarization properties
of emitted light were analyzed by rotating the half-wave
retarder mounted before a fixed high-contrast-ratio (106:1)
linear polarizer placed in front of the monochromator’s en-
trance.

III. THEORY

In this section, we describe the theoretical framework used
to model investigated QDs and their electronic and optical
properties.

A. Modeling of QDs

The modeling of nanostructures in question was preceded
by evaluation of our initial assumption on their height varying
by single MLs and by establishing the thickness of the WL.
For this, numerical calculations within the eight-band k·p
method with use of the commercially available nextnano soft-
ware have been performed [24]. As a result, via comparison
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with experimental data, a WL thickness of 3 MLs has been
determined.

To model the buried QDs we have used the available
structural data presented in Sec. II. While the in-plane shape
is not well-established, we followed the premise derived from
surface dots and assumed an elongated hexagonal base with
aspect ratio of L/W = 5/4. The height, based on the cross-
sectional data, is of a few MLs of InAs. Additionally, from
the spacing of PL peaks we formed an assumption that the
dots are of height equal to consecutive integer numbers of
MLs. Thus, we have modeled a series of such QDs protruding
by N MLs above the WL of 3-ML thickness, for N = 1–9.
For each height, we simulated QDs with in-plane sizes varied
uniformly from 15 nm × 12 nm up to 60 nm × 48 nm in
seven linear steps. Again following the properties of surface
QDs, we set the inclination of QD side walls to 27◦, which
is however of little relevance in view of their small height.
Regarding the material composition, we assumed that QDs
and WL are composed of pure InAs.

B. Single-particle states and complexes

The lattice mismatch between InAs and InP is only ap-
proximately 3%, nonetheless we have calculated the structural
strain within the standard continuous elasticity theory via min-
imization of elastic energy. Next, piezoelectric field resulting
from the presence of shear strain in a noncentrosymmetric
material has been calculated up to second-order terms in
strain-tensor elements. With this, to calculate the electron
and hole eigenstates, and then states of their complexes, we
have used a numerical implementation [28] of the eight-band
k·p theory with envelope-function approximation [29,30]. To
fix the spin configuration, a weak (20 mT) magnetic field
was used. The Dresselhaus spin-orbit interaction enters via
perturbative terms in Hamiltonian blocks that couple the con-
duction band to valence bands, while the impact of structural
strain is included via the standard Bir-Pikus Hamiltonian
[31]. The explicit form of the Hamiltonian and description
of the numerical implementation may be found in Ref. [32],
while the material parameters used are given in Table I
along with their sources. Numerical diagonalization yields
the conduction- and valence-band electron eigenstates in the
form of pseudospinors with components holding the envelope
functions for each of the subbands. Hole states were obtained
by application of time reversal operation to valence-band
electron states.

Next, the calculated electron and hole single-particle states
have been used to calculate the neutral- and charged-exciton,
as well as biexciton states in the configuration-interaction
approach. To this end, electron-hole Coulomb and phe-
nomenological anisotropic exchange interactions have been
diagonalized in the basis of 40 × 40 electron-hole configura-
tions, which yielded carrier-complex states expanded in the
configuration-space basis. Finally, for each of the states the
coupling to light has been evaluated in the dipole approxima-
tion, and the resultant dipole moments were used to calculate
radiative lifetimes of carrier-complex states [33].

TABLE I. Material parameters used in the modeling of nanos-
tructures and calculation of single-particle and exciton states.

Parameter Unit InAs InP Source

a Å 6.06 5.87 [25]
Eg eV 0.417 1.42 [25]
VBO eV −0.59 −0.94 [25]
Ep eV 21.5 20.7 [25]
m∗

e 0.0229 0.0803 [26]
� eV 0.39 0.11 [25]
γ1 20.4 4.95 [26]
γ2 8.3 1.65 [26]
γ3 9.1 2.35 [26]
e14 C/m2 −0.111 0.016 [27]
B114 C/m2 −1.17 −1.54 [27]
B124 C/m2 −4.31 −3.62 [27]
B156 C/m2 −0.46 −1.02 [27]
Ck eV Å −0.0112 −0.0144 [26]
ac eV −5.08 −6.0 [25]
av eV 1.0 0.6 [25]
bv eV −1.8 −2 [25]
dv eV −3.6 −5 [25]
c11 GPa 833 1011 [25]
c12 GPa 453 561 [25]
c44 GPa 396 456 [25]
εr 14.6 12.4 [26]

IV. RESULTS AND DISCUSSION

In this section, we present both experimental and theoreti-
cal results. Their confrontation and mutual feedback are used
as a base to discuss in detail the revealed properties of the
system.

A. Emission from ensemble of QDs

We begin with presenting the results of PL measurements
performed on the ensemble of QDs in question. These are
presented in Fig. 2(a), where at T = 10 K a multimodal dis-
tribution of intensity with well-pronounced seven PL maxima
(labeled A to G) is visible. The peaks spread across the energy
range of ∼0.65–1.05 eV, and, notably, those labeled with
D, E, and F coincide with the S, C, and L bands of the
third telecom window, respectively. Combining this observa-
tion with knowledge on the growth process, we conjecture
that each of the PL bands corresponds to emission from a
distinct family of QDs. Such multi-peaked PL was previously
observed for InAs/InP QDs grown via chemical beam epitaxy
(CBE) [34,35], MBE [36,37], and MOVPE [38,39], as well
as for InAs/GaAs QDs [40]. Based on our initial theoretical
estimations, to form such a pattern of bands in emission, QDs
have to be of height varying by a single InAs ML (≈0.3 nm),
and each peak corresponds to a given QD height. Increase
of temperature up to T = 300 K results in the PL pattern
presented in Fig. 2(b), which still reflects the multimodal
QD-height distribution. Thus, the confinement for carriers is
strong enough, so that they are still localized, as it could be
expected for QDs of size and composition assumed here.

To strengthen our interpretation of the ground-state nature
of emission for all observed PL peaks, in Fig. 3, we plot
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spectrum measured at T = 300 K.

the excitation power-dependent PL spectra. The emission
pattern does not change qualitatively over three orders of
magnitude of the excitation powers [Fig. 3(a)], exhibiting the
same multi-peak structure, with two peaks emitting at highest
energies being always the brightest at low T . Furthermore, the
dependence of the integrated PL intensity on the excitation
power [Fig. 3(b)] for the all PL peaks is linear in the whole
investigated power range (over four orders of magnitude),
with none of peaks saturating. These observations, combined
with temperature-dependent characteristics of PL (see Fig. 4),
single QD studies and agreement of numerical calculations
with experimental findings, presented in the following part of
this article, prove the ground-state character of emission for
all PL peaks.
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FIG. 3. (a) Power-dependent PL spectra at T = 10 K for excita-
tion powers increasing by a factor of 10. (b) Integrated PL intensity
for all peaks as a function of the excitation power.

Next, we focus on absorption properties of the dots, which
are reflected in the PLE spectra. They were measured by
registering the entire emission spectrum while scanning the
excitation energy. Since no changes in the positions of PL
peaks nor in their shapes were observed for QD families in
question, each PLE trace presented in Fig. 2(a) is a plot of
the PL peak intensity at a fixed detection energy versus the
excitation energy. A strong absorption edge at about 1.07 eV
is present for all traces, which corresponds to the fundamental
band gap of the WL. Moreover, since all traces are very
similar, the WL beneath different QD families apparently has
a similar thickness and chemical composition. Theoretical
calculations of the InAs/InP WL fundamental gap as a func-
tion of the WL thickness (dWL) and its further comparison
to the measured absorption edge lead to dWL ≈ 3 ML. This
value agrees with the WL thickness obtained from the cross-
sectional TEM presented in Fig. (1 b).

The quantitative agreement between positions of PL peaks
and calculated exciton energies, visible in Fig. 2(a), has been
achieved in the following way. As described in Sec. III,
we have modeled a series of QDs with heights of consecutive
integer numbers of InAs MLs and with varying in-plane size.
This resulted in a smooth dependence of exciton ground-state
energy on both varied QD dimensions. The latter could thus
be interpolated via fitting of expected analytical dependence

E (H, L) �
∑

i j

ai j H−i L− j, (1)

where ai j are the fit coefficients, whose nonnegative integer
indices i and j do not exceed i + j = 2. Next, we look
for a smooth L = f (H ) dependence. From the surface-QD
structural data we draw an assumption that it may be linear
[see Fig. 1(d)], thus we plug L = A H + B into Eq. (1), and
fit the resultant one-variable function of H to the dependence
of PL-peak positions on the assumed (N + 3) ML height
of corresponding QDs (a QD protrudes by N MLs over the
top of 3-ML-high WL). As a result, we obtain L[nm] =
(3.2 ± 0.5) N + (28 ± 2), for which the final calculated en-
ergies are shown in Fig. 2(a), in a more than satisfactory
agreement with positions of all peaks. The final series of sizes
for modeled QDs established here is then used for calculation
of other quantities presented in the following sections.

B. Temperature-driven effects

Here, we move to the temperature-driven processes in the
system. In Fig. 4(a), we present the measured temperature-
dependent PL spectra, where a strong redshift of emission is
present, initially marked in Fig. 2(b). Moreover, an overall
intensity drop of emitted light is observed. We attribute this PL
quenching to redistribution of carriers between QDs, during
which part of them escapes from the low-dimensional traps
completely. Such processes may result from differences in
confinement potential depth for distinct QD families. We
explain the data similarly as in Ref. [41], with an assumption
of transfer taking place via 2D wetting layer states. This
transfer should involve thermal activation of carriers from
QDs to the WL, their migration via WL states followed by
their re-trapping with the highest probability by larger QDs
with deeper confining potential, where the carriers finally
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recombine. The activation-capture processes can be repeated
many times before the radiative recombination. As a result,
the temperature-dependent subtle interplay between activation
and capture probabilities for each QD family is crucial for the
relative PL intensities of peaks.

Note that other scenarios, such as the lateral tunneling
of carriers or excitons can be excluded. In our sample, the
average dot-to-dot variation is about 300 nm, much larger than
∼10 nm required for this kind of lateral transport [42]. For the
same reason, we exclude long-range dipole-dipole coupling
[43,44]. Moreover, due to energy differences between QD
ground states and the InP matrix, the lateral hopping of
carriers seems improbable. Finally, we can exclude any signif-
icant impact of radiative recombination of excitons during the
redistribution processes, as the characteristic times for carrier
release from localized states and capture processes are both in
the range of ≈20 ps [41], i.e., two orders of magnitude faster
than radiative recombination times observed by us for all
QDs families (Fig. 5). Therefore excitons recombine mostly
trapped in one of the QD families.

Such interpretation is supported by temperature depen-
dence of intensities of each of the peaks plotted in the
Arrhenius form in Fig. 4(b). Here, the initial enhancement
of PL intensity from the lower-energy PL bands (C–F)
is observed up to intermediate temperature range. These
QD families correspond to deeper confinement for carriers.
On the other hand, the highest-energy peaks exhibit only
(band A) or mostly (B) a single process of PL quenching.
This combination of observations illustrates how carriers are,
on average, moved from lower to higher QDs. We note that
the significant enhancement of PL intensities for QD families

emitting in the third telecom window (families D–F) at above-
cryogenic temperatures (>77 K) is particularly advantageous
from the point of view of possible applications as sources of
single photons operating at elevated temperatures.

In Fig. 4(c), we show how the PL intensity enhancement
and quenching are accompanied by partly suppressed thermal
redshift of the low-energy peaks C–G, and by enhanced
one for the highest-energy band A. Nominally, for emission
from a bulk material, a thermal redshift following the trend
approximated by the Varshni relation is expected [45],

Eg(T ) = Eg(0) − α T 2

T + β
, (2)

where Eg is the band-gap energy and parameters for InAs
are α = 2.76 × 10−4eV/K, β = 93 K. Corresponding curves
are plotted with dashed lines. However, the Varshni for-
mula takes into account only the thermal change of the
semiconductor band gap. The minor blueshift from these
predictions observed here is most probably related to the
state filling effect: at higher temperature carriers are redis-
tributed within each of the QD-family ensembles so that
higher energy-emitting QDs get occupied, i. e., those smaller
in-plane and thus characterized by weaker confinement.
Therefore, the high-energy tails of QDs distributions be-
come comparatively more optically active as the temperature
increases.

For QDs with the shallowest confining potential
(band A), emission energy initially follows the Varshni
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relation, but around 120 K it considerably deviates due to
fast depletion of high-energy QDs associated with strong PL
quenching. For families B–E, the emission energy follows
Eq. (2) within the entire temperature range. The different
behavior for maximum G exhibiting almost no energy shift
may indicate that structures forming this peak do not form
QD family analogous to QDs A–F, whose well-defined cen-
tral emission energies shift spectrally. This interpretation is
supported by very broad emission from this maximum (see
Fig. 2). Instead, the maximum G may be attributed to large
material islands where the size, and hence emission energy,
change quasi-continuously. Additionally, we may expect there
a high density of structural defects due to the onset of strain
relaxation, resulting in dislocations [46].

To verify these initial qualitative speculations, PL intensity
data for peaks A and B was fitted with a formula taking
into account one activation process of energy Eq and relative
rate Bq [47]:

I (T ) = I0

1 + Bq exp

(
− Eq

kBT

) , (3)

where I0 is the PL intensity for T → 0.
For emitters from families C–G, this analysis has to be

extended to account for temperature-driven supply of carriers.
Their recapturing and resulting PL enhancement is described
by a characteristic energy Ee corresponding to release of
carriers from their reservoir, and act as another source of
occupation (apart from optical excitation) for the given bright
state. Thus, we modify Eq. (3) in a straightforward manner
by adding a state to the set of source kinetic equations from
Ref. [47], on the same footage as the given emitting state
has been introduced, but with different activation energy to
the common higher state (here WL). With this a lengthy but
simple to use formula accounting for exchange of carriers
through the WL is obtained,

I (T ) =
U P

[
R + U exp

(
− E2

kBT

)]

RU (U + R2)

[
exp

(
− E1

kBT

)
+ exp

(
− E2

kBT

)]
+ U 2R2 exp

(
− E1+E2

kBT

)
+ R2(2U + R2)

, (4)

where P is the pumping rate, U is a common relaxation rate
from the WL to both radiative states considered, R and R2 are
the radiative and nonradiative loss rates also assumed equal
for both states, while E1 and E2 are their energy differences
from the WL ground state. Note that arbitrary changes made
via educated guess in Eq. (3) that may be found in literature
may lead to spurious values of extracted activation energies,
if the form of modification does not comply with the nature
of reservoir and its coupling to the given state. Activation
energies for PL quenching and enhancement extracted in the
aforementioned way are presented in Fig. 4(d) (points) versus
the height given in the number of monolayers assigned to each
of the peaks. Additionally, we plot the theoretically calculated
energies needed for excitation of the electron, the hole, and

the whole exciton (all in their ground states, trapped in a
QD) to the WL ground state, taking the Coulomb coupling
energies into account (lines). The results are obtained for the
set of modeled QDs described above that led to agreement
of exciton energies with maxima of PL bands. Comparing
values of Eq to theoretical lines, we notice that also in this
aspect peaks A and B behave differently than the few next
ones. For these two, the activation energy related to quenching
fits well to the value needed for escape of the electron from
QD ground state. Then, for peaks C–E, we rather deal with
an escape of whole excitons to the WL ground state. Another
change of behavior is present for the lowest-energy peaks,
where a value between electron and hole escape is found,
which possibly means that both these processes take place
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with similar probability. To understand the source of carriers
that feed the thermally enhanced emission in the moderate
temperature regime, we plot the values of Ee extracted via
fitting, but we shift them by one ML with respect to the value
for which they were observed. This helps us to notice that
possibly the most effective redistribution takes place between
QDs with 1 ML difference in height, i. e., that N-ML-high
QDs are fed mostly by carriers that escape from QDs that
are (N − 1)-ML-high. Additionally, according to theoretical
curves, this process is dominated by holes, which means that,
while both carriers escape QDs, it is more probable for holes
to be recaptured by another QD. This is intuitively in line
with their higher effective mass and lower mobility. Thus,
the assumption about migration of carriers between QDs from
different families through the WL proves to be reasonable.

The dominant PL quenching mechanisms assessed via
fitting are also in agreement with those determined by cal-
culation of the phenomenological parameter

νi = E (i)
q

�Ei
, (5)

where i labels QD families, and �Ei stands for the difference
between transition energies in the QDs and in the WL, EWL.
From PLE experiments we take EWL = 1.07 eV and obtain
values presented in Fig. 4(e). Generally, ν < 0.5 indicates a
dominant role of a single-carrier escape and in this case Eq

corresponds to the lower of single-particle confinement ener-
gies (of either electron or hole) [48]. For ν = 0.5, we expect
correlated escape of electron-hole pairs [49] and, finally, for
ν ≈ 1 escape of excitons takes place [50].

C. Photoluminescence dynamics

The emission from all maxima has been investigated in
the time domain by means of TRPL. Then, recorded PL
decays were analyzed employing the PTI FELIXGX software
by Photon Technology International that utilizes the maximal
entropy method (MEM) [53,54], which among many applica-
tions has proved effective in multiexponential luminescence
decay reconstruction [55,56]. It allows one to extract pho-
toluminescence lifetimes without initial knowledge on the
number of underlying processes, and thus decay components.
Additionally, it does not introduce artificial features into the
distribution of lifetimes, which are not supported by the data,
if a reliable model of experimental noise is used. The analysis
yielded the most probable distributions of PL decay constants
τi, which through the formula

I (t ) = I (0) ×
N∑

i=1

Ai exp

(
− t

τi

)
(6)

reconstruct the experimental curves with the level of uncer-
tainty given by the amplitude of experimental noise. Here,
N is the number of components in the quasi-continuous
distribution of lifetimes describing the decay, and Ai are
the corresponding amplitudes. The results of this analysis
are presented in Fig. 5(a), where the TRPL traces collected
for A–F luminescence peaks in the low excitation-power
regime are shown along with the reconstructed curves. Via
MEM reconstruction one obtains a distribution of times of

nonzero width, which, if not really present in the system,
represents the incomplete information carried by a noisy data.
However, given a set of well-resolved peaks of amplitudes
Ai, it is valid to treat their means as single representative
values. Lifetimes presented with open squares and circles in
Fig. 5(b) result from such an analysis. For the highest-energy
peaks, we deal with two-exponential decays, where the shorter
lifetime corresponds to recombination of excitons confined
in a well-formed QD, while the longer one most probably
comes from electron-hole pairs weakly bound on small WL
width fluctuations. Amplitudes of each of decay components
are marked with symbol size, and vanishing of the longer one
with the number of MLs is present, which is reasonable, as no
multiple-ML-wide fluctuations are expected.

Investigated QDs exhibit a dispersion of the t1 PL lifetimes,
which is different from what is expected and typically ob-
served for more commonly studied InAs/GaAs QDs. In the
latter, confinement characteristics for both types of carriers
are comparable, with a weak tendency of hole wave function
to leak into the barrier. Additionally, such QDs are typically of
in-plane sizes not exceeding ∼30 nm, which results in strong
exciton confinement [57], characterized by a weak impact of
electron-hole Coulomb interaction, energy of which is much
smaller than single-particle level spacing. In this regime, the
oscillator strength is simply defined by the overlap of electron
and hole envelopes, which is close to 1 for a range of typical
QD geometries. Thus, the observed dispersion of radiative
lifetimes is caused mostly by the direct dependence of the
latter on transition energy, which may be found in the dipole
approximation as ∝ E−2.

Here we deal with radiative lifetimes of nearly no disper-
sion, which places investigated QDs in the middle between
above-mentioned InAs/GaAs dots, and those grown in InP
reported previously [51]. In the latter, the main source of
radiative-lifetime dispersion for excitons has been found to
come from the single-particle confinement characteristics,
which are inversed in InP as compared to the GaAs matrix.
In InP matrix, the electron is the particle that is more prone
to leak into the barrier, as it experiences weaker confinement
than holes, which is highly pronounced for flat QDs. The
impact of electron leakage on exciton oscillator strength and
lifetime in the InAs/InP QD system has been studied theoret-
ically [51], and for completeness we plot the corresponding
values with full triangles in Fig. 5(b). It was found that
oscillator strength increases as electron wave function is in-
creasingly better confined within the QD, i.e., for higher dots.
For example, for a lens-shaped QD with diameter of 25 nm
and height H = 2.5 nm only 53.5% probability of finding the
electron inside the QD was reported, while for H = 5.5 nm
this value increases to 81.2% [58]. Such decrease of lifetimes
with decreasing energy was also observed experimentally
[52] for InAs/InP QDs and is presented with open triangles
in Fig. 5(b).

Due to very small height of QDs investigated here, espe-
cially those from families A and B, we also deal with the
reduction of oscillator strength caused by the weakly local-
ized electron wave function. Contrarily, the hole is strongly
localized within the dot, which reduces the overlap of their
envelopes. Within the strong confinement limit this would
lead to a direct reduction of coupling to light. With increasing
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QD height, the electron wave function tends to be more lo-
calized in the dot and its overlap with the hole becomes more
complete, which reduces the observed PL lifetime. While this
factor is common for all InAs/InP QDs, in the case of those
studied here, it does not lead to expected inverted PL lifetime
trend. Instead of this, a plateau is found, which means that
another mechanism has to play a significant role.

We find it by investigating the details of exciton eigen-
states comprised of Coulomb-correlated electron-hole config-
urations. Typically, any admixtures of higher bright single-
particle configurations into the exciton ground state result in
the increase of oscillator strength. This purely quantum effect
can be intuitively understood as the ability of the exciton to re-
combine simultaneously via each of the superposed electron-
hole pair states. For large QDs, in which level spacing for
electrons and/or holes is low enough to be comparable with
∼20 meV energy of their Coulomb interaction, this is the main
source of lifetime reduction. While the dots considered here
are flat, they are also relatively large in-plane. Additionally,
which may seem counterintuitive, we find that reduced height
results in stronger electron-hole Coulomb correlations, and as
a result in larger admixtures of higher-energy configurations
to the exciton ground state. For a fixed in-plane size of L =
45 nm, the admixture of higher electron-hole configurations
is reduced from 16% to 5.5% when the height changes from
1 to 7 MLs. This may be understood, as the stronger the
confinement along the growth axis, the more carrier wave
functions are forced to penetrate the whole available in-plane
area of the QD, which effectively increases the volume avail-
able for the exciton. This effect, pushing the dispersion of
lifetimes in discussed QDs back towards the one known from
InAs/GaAs dots underlies the observed approximately flat
plot of lifetimes versus emission energy.

D. Emission from single QDs

To deepen the understanding of the system in question, and
to check the applicability of QDs toward the single-photon
emission from spatially well-resolved emitters, we have per-
formed optical experiments on spatially and spectrally iso-
lated QDs. For better spatial separation of single emitters,
the sample was processed with electron-beam lithography
and etched, leaving the array of mesa structures containing
QDs. This enabled identification of exciton complexes and
determination of their properties. An example of a single mesa
is shown in the inset to Fig. 6.

We begin with presenting in Fig. 6 the results of μPL
experiments performed on various mesas, which show inten-
sive, well background-isolated emission lines. We attribute
them to recombination of neutral exciton (X) and biexciton
(XX) complexes as well as to charged excitons (CX), each
coming from a single QD. Spectral positions of lines are
compared with the PL spectrum from the ensemble of dots,
showing that they belong to the D, E, and F families of QDs
emitting in the L, C, and S telecom bands, respectively. We
note that lines within L band are at the edge of efficiency
for InGaAs-based multichannel array detector utilized here
(∼1.6–1.65 μm), so single lines may also be present beyond
this cut-off wavelength. Further identification of the emission
lines shows that most of the dots emit due to recombination
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FIG. 6. Part of the μPL spectrum from a mesa with QDs showing
single emission lines observed at the third telecom window.

of charged exciton complexes (trions), and only a few of them
show characteristics of the X and XX recombination. In this
section, we present examples of μPL investigations for both
neutral and charged complexes.

A pair of lines identified as the XX-X recombination cas-
cade is analyzed in Fig. 7. First, μPL spectra taken under var-
ious excitation powers are shown in Fig. 7(a). From spectral
positions of lines we determine the biexciton binding energy
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(b) Power dependence of the μPL line intensities fitted with three-
level rate-equation model showing a correlation between X and XX
lines. (c) Polarization-resolved μPL revealing exciton fine structure
splitting of EFSS = 44 ± 5μeV.
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of EXX − EX � 3.5 meV. The XX-X cascade was identified
based on the power-dependent μPL, shown in Fig. 7(b), and
polarization-resolved μPL presented in Fig. 7(c). Both the
three-level rate-equation model [59] [solid lines in Fig. 7(b)]
and anti-phase of energy oscillations in Fig. 7(c) confirm
correlation between observed lines. Additionally, in the low-
power regime, the power dependence of X (IX) and XX
(IXX) line intensities is well described with power laws:
IX ∝ P1.06 and IXX ∝ P1.91, where P is the excitation power.
This is in a good agreement with expected approximately
linear power dependence for X and quadratic for XX. In
the polarization-angle domain sinusoidal fits to the traces of
emission energy yield the exciton fine structure splitting of
EFSS = 44 ± 5 μeV.

The X-line energy places the emitting QD in the low-
energy tail of the E family of QDs. Thus, properties different
from those observed for the central part of the peak with the
most typical QDs are expected. In particular, for a QD from
this family to emit at such a long wavelength, the in-plane
size has to be much larger than the average. To verify this,
we use the results of a series of calculations for QDs with
in-plane size varying up to L = 120 nm. The resulting trend
is plotted in Fig. 8(a) along with the measured energy of the
X line (dashed line). As anticipated, the line is likely to come
from a QD with large in-plane size close to 100 nm. Next,
we calculate also the biexciton biding energy in the same
range of QD sizes, and plot the results in Fig. 8(b). Here, for
L = 100 nm, a binding energy of ∼4 meV is found, which
is close to the experimentally determined value. Thus, we
conclude that the pair of lines is very likely to come from an
atypically in-plane large QD.

Finally, in Fig. 9, we focus on charged complexes, opti-
cal signatures of which are found also within L, C, and S
bands. Trions were identified based on close-to-linear power
dependence of their intensity presented in Fig. 9(b), and the
lack of any systematic variation in emission energy versus
the angle of linear polarization of emission, as expected for
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FIG. 9. Emission from charged excitons (CX) in the third tele-
com window. (a) μPL spectra. (b) μPL power dependence (points)
with fitted power laws (lines). (c) Polarization-resolved μPL emis-
sion energy showing no fine structure splitting. (d) Anisotropy of
polarization-resolved μPL intensity evidencing mixing of light-hole
and heavy-hole states (lines are fits to the data).

spin singlet states [Fig. 9(c)]. Additionally, observed CX lines
exhibit no phase correlation in polarization-resolved μPL to
other nearby-lying lines within the biexciton binding energy
range [such correlation is expected for neutral complexes, cf.
Fig. 8(c)]. This spectral isolation strengthens their assignment
as charged complexes.

In Fig. 9(d), we present the polarization-resolved μPL
intensity plots for trions. The anisotropy is observed for all
three CX lines as expected in asymmetric [60] and strained
QDs [61] due to the mixing of light-hole and heavy-hole
(LH-HH) subbands in these structures.

We estimate the degree of LH-HH mixing by fitting the
function I (φ) = A(1 + ρL cos[2(φ − θ )]) [61] to the data in
Fig. 9(d), where I (φ) is the PL intensity as a function of polar-
ization angle, A is a scaling factor, ρL quantifies the degree of
linear polarization, and θ is the offset from 0◦, a value intrinsic
for a given QD [61] and not necessarily corresponding to the
elongation axis [60]. For investigated lines, we obtain values
of ρL,L = 0.154 ± 0.020, ρL,C = 0.312 ± 0.024, and ρL,S =
0.054 ± 0.029, for L-, C-, and S-band lines, respectively.
The degree of linear polarization ρL can be traced back to
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the degree of LH-HH mixing. Here, different values of ρL

evidence large dot-to-dot variation in this aspect.
For a CX line emitting in the C band we performed further

μPL temperature-dependent studies reported in Fig. 10. The
decreasing with temperature μPL signal was visible up to T =
70 K. The Arrhenius plot in Fig. 10(b) reveals two thermally
activated processes. From fitting the data with Eq. (3) with two
activation energies, we obtain values of Ea1 = 1.0 ± 0.5 meV
and Ea2 = 23 ± 5 meV. To interpret this result, it is vital to
underline the difference in possible sources of PL quenching
for the ensemble and single emitters. In the former case, the
main source is related to thermal escape of carriers from
the localization centers, such as QDs. Other thermal effects,
like excitation of complexes to their higher orbital levels
do not impact the integrated intensity from a PL band, as
those excited states also emit there. On the other hand, if a
single line is studied, excitation of a carrier complex to its
higher state results in the emission occurring at a different
wavelength that is not accounted for during the analysis of
the emission intensity. As a result, quenching of a single μPL
line reveals the relative energy of the first considerably bright
excited state. The line investigated in Fig. 10 lies in the high-
energy tail of the ensemble, thus most probably comes from a
QD with a relatively small in-plane size. Calculation for a QD
with H = 5 ML and L = 28 nm yielded the lowest-energy
bright excited CX states at �E = 18.5 and 18.7 meV with
radiative lifetimes of 2.7 and 2.1 ns, respectively. Thus the
energy Ea2 from experimental data may be attributed to the
transfer of emission to a higher orbital state.

The thermal redshift of CX emission is presented with
squares in Fig. 10(c) and fitted with formula accounting for
phonon-mode occupation [62]. Increase of the latter enhances
exciton-phonon interaction, influencing the chemical bonds
and their energy and as a result it is the main factor leading
to the band-gap renormalization [63,64]. Extracted average
phonon energy is Eph,E = 9.24 ± 0.39 meV. We note that in

contrast to Fig. 4(c), where we compared the thermal energy
shifts of ensemble emission with Varshni curves, on the level
of single emitters we can observe footprints of exciton-phonon
interaction, therefore we use here more appropriate formula to
explain the observed behavior.

The linewidth broadening �(T ) is presented in Fig. 10(c).
The rather large initial value of �(4.2 K) = 340 μeV points
at the crucial impact of defects or deep charge traps in
the vicinity of a QD affecting significantly the emission
properties. The broadening raises to 630 μeV at T = 70 K.
The temperature dependence of linewidth was fitted with the
formula that includes the contribution of thermally activated
phonon sidebands to the zero-phonon line [65,66],

�(T ) = �(4.2 K) + a

[
exp

(
Eph,�

kBT

)
− 1

]−1

, (7)

where kB is the Boltzmann constant, a = 1.5 ± 1.1 meV, and
Eph,� = 11.5 ± 3.4 meV is the average phonon energy. We
note that average energies of phonons obtained from en-
ergy shift Eph,E = 9.24 ± 0.39 meV and linewidth broadening
Eph,� = 11.5 ± 3.4 meV agree well with one another and with
previously reported value for InAs/InP stacked QDs [67].

V. SUMMARY

In conclusion, we have obtained InAs/InP QDs with low
surface density grown by MOVPE and have studied their
morphological and optical properties in detail, both experi-
mentally and theoretically. The QDs are found to have fami-
lies of different heights, from one to a few MLs of material
above the WL, which is reflected in their emission with
well-resolved multiple peaks covering a broad spectral range
including the third window of silica-based optical fibers. In
time-resolved spectroscopy, we observe dispersion of radia-
tive lifetimes different from previously observed in InAs/InP
QDs. While these typically show lifetimes increasing with
emission energy in contrast to the opposite trend found in
InAs/GaAs QDs, the dots under investigation show nearly
no dispersion, which places them in between with respect
to the electron-hole confinement parameters. With the aid of
theoretical modeling, comprised of multiband k·p calculations
of single-particle states and configuration-interaction method
for neutral and charged excitons, we explain the observed dis-
persionless lifetimes as originating from the interplay of weak
electron confinement (typical for InAs/InP) and strongly
height-dependent exciton confinement regime. The latter is
shown in the amount of higher single-particle eigenstates
admixed to the exciton ground state, changing from 5.5% for
7 ML to 16% for 1 ML. Thus, the flatter the dot the weaker
the exciton confinement regime, which may be understood
in geometric terms as a result of higher effective in-plane
size of a QD that is penetrated by carrier wave functions.
At higher temperatures a redistribution of carriers among
families of QDs takes place, in which we observe escape
of both single particles and whole excitons resulting in PL
quenching, as well as recapturing of holes by higher QDs
leading to emission enhancement at moderate temperatures.
Owing to the low surface density of QDs, we have observed
XX-X cascade and charged-exciton emission from sin-
gle emitters persisting up to T = 70 K. With theoretical
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modeling, we have reproduced experimental findings such
as emission energies, radiative lifetimes, thermal activation
energies for PL quenching and enhancement, and biexciton
binding energy, which allowed for a comprehensive and de-
tailed study of the system.
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We present a detailed experimental optical study supported by theoretical modeling of InAs quantum
dots (QDs) embedded in an (In,Al,Ga)As barrier lattice matched to InP(001) grown with the use of a
ripening step in molecular beam epitaxy. The method leads to the growth of in-plane symmetric QDs of
low surface density, characterized by a multimodal size distribution resulting in a spectrally broad emis-
sion in the range of 1.4–2.0 μm, essential for many near-infrared photonic applications. We find that, in
contrast to the InAs/InP system, the multimodal distribution results here from a two-monolayer difference
in QD height between consecutive families of dots. This may stem from the long-range ordering in the
quaternary barrier alloy that stabilizes QD nucleation. Measuring the photoluminescence (PL) lifetime of
the spectrally broad emission, we find a nearly dispersionless value of 1.3 ± 0.3 ns. Finally, we examine
the temperature dependence of emission characteristics. We underline the impact of localized states in the
wetting layer playing the role of carrier reservoir during thermal carrier redistribution. We determine the
hole escape to the (In,Al,Ga)As barrier to be a primary PL quenching mechanism in these QDs.

DOI: 10.1103/PhysRevApplied.14.064054

I. INTRODUCTION

Self-assembled InAs quantum dots (QDs) embedded
between barriers lattice matched to InP remain attractive
candidates for photon emitters in the near-infrared spec-
tral range [1,2]. It is mostly due to vast possibilities to
shape their properties and photonic environment to tar-
get specific applications ranging from low-threshold lasers
to nonclassical photon sources for quantum communica-
tion protocols. The latter is especially difficult to achieve,
since the typical growth of InAs QDs on the InP substrate
by molecular beam epitaxy (MBE) leads to the formation
of strongly in-plane asymmetric objects of a significant
areal density reaching 1010–1011 cm−2. Such high surface
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‡Present address: Institute of Physics, Faculty of Physics,

Astronomy and Informatics, Nicolaus Copernicus University,
Toruń 87-100, Poland.

§Present address: Currently at McKinsey Knowledge Center
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coverage prevents sufficient spatial and spectral isolation
of individual QDs, while large QD sizes result in an atyp-
ically rich and dense optical spectrum unfavorable for
single-dot applications [3,4]. The growth process of InAs
QDs on an InP(001) substrate and control of their parame-
ters are still challenging and comprise many technological
steps and details [5].

Recently, it has been proposed [6,7] to utilize an addi-
tional growth step in MBE of InAs QDs on InP(001)
that mimics the Ostwald ripening known for the for-
mation of colloidal microcrystals. During the ripening
process initially formed QDs decompose, and the mate-
rial is redistributed between other dots, which typi-
cally leads to splitting of the initial QDs size distribu-
tion into distinct families. The ripening technique has
already been applied to other semiconductor QD systems,
such as Ge/Si [8], PbSe/PbTe [9], and InAs/GaAs [10].
In the case of InAs/(In,Al,Ga)As/InP(001) QDs, it has
been shown [7] that the mean size of the dots depends
on the ripening temperature. These ripening-assisted
grown InAs QDs on the InP substrate are particularly
promising for quantum information processing as their

2331-7019/20/14(6)/064054(13) 064054-1 © 2020 American Physical Society
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recent development led to demonstrations of single-photon
emission at approximately 1.45 μm [6] (the S band),
coupling to optical modes of photonic crystal microcavi-
ties [11], and triggered single-photon emission with high
purity [12].

Although some optical experiments on these QDs have
already been presented [6,7,11–13], we elaborate here on
possible further benefits that come from a single-stage
ripening process by pointing at their so-far unexplored and
not described application-relevant properties. We focus
on: (a) broad spectral coverage of QD emission superim-
posed with the S (1460–1530 nm), C (1530–1565 nm),
L (1565–1625 nm), and U (1625–1675 nm) transmission
bands of silica fibers, which can be useful for the multiband
quantum-secured transmission protocols highly sought for
overcrowded long-haul optical networks; (b) the multi-
modal QD size distribution, simultaneously allowing for
better spectral isolation and filtering of single-dot emis-
sion, as well as for assuring spatial isolation of a spectrally
chosen QD for site-selective engineering of the photonic
environment [14] to control the QD emission properties in
a future device; (c) thermal stability of emission from QDs,
which is important for applications in devices operating at
elevated temperatures.

The flexibility in the choice of a quantum emitter from
a single wafer in a very broad spectral range covering
all the high transmission telecommunication bands can
be of practical relevance for certain future applications.
It especially concerns all the concepts based on wave-
length division multiplexing (WDM), allowing increases
in the total transmission rate through the fibers or the
optical system efficiency and functionality in analogy to
such schemes known from classical communication. For
instance, there exist both predictions and experimental
demonstrations of the so-called multiuser quantum key
distribution employing WDM for quantum networks [15]
and showing recently a really impressive increase in the
achievable secure key rates [16] and even a practical
implementation in a node–free eight-user metropolitan
quantum communication network [17]. WDM is also uti-
lized in the on-chip operation using quantum light in
photonic integrated circuits [18] for linear optics quan-
tum computation, where the telecom wavelength range
is demanded to combine the III-V single-photon emit-
ters with a silicon technological platform. Another branch
is gas spectroscopy or the LIDAR-like sensing systems
with single-photon emitters in the near infrared consid-
ered as prospective and competitive in imaging of gas leaks
and dangerous vapors or in performing quantified remote
mapping of gases to monitor air quality in agricultural
and metropolitan areas [19]. Here, the broad-range selec-
tion of the quantum emitters is also profitable to allow
detection of many environmentally relevant gasses, such
as, e.g., CO2, N2O, H2O, CH4, having their strong absorp-
tion lines in the 1400–1650 nm range. In that context more

sophisticated single-photon-based gas detection solutions
employing WDM or on-chip spectrometers for, e.g., astro-
nomical observation, spectroscopic imaging, and quantum
communications, are also reported [20].

Here, we report on the optical investigations of
InAs/(In,Al,Ga)As/InP QDs, which we support by theo-
retical modeling. We observe the multimodal distribution
of QD sizes and explain the emission-energy separation
of consecutive QD families by their modeling. With this,
we obtain a strong indication that their heights differ by
two monolayers (MLs) of InAs. This in turn suggests
the presence of long-range ordering of atoms in the bar-
rier alloy that may enhance the reliability of future pho-
tonic devices, as it reduces the crystal-lattice free energy
[21–23], stabilizing the entire strained QD system.

The detailed goals of this work are to: (i) find the links
between QD parameters (height, in-plane size, and chemi-
cal composition) and the resulting broad spectral range and
other characteristics of emission, (ii) study the character
and importance of wetting layer (WL) states, (iii) assess
the impact of exciton confinement in a QD on recom-
bination dynamics, (iv) investigate the thermal carrier
redistribution processes and optical response of the dots
at elevated temperatures. These objectives are achieved by
using several complementary spectroscopic tools: modu-
lated reflectivity (�R/R), excitation-power-, polarization-,
and temperature-dependent photoluminescence (PL), and
time-resolved photoluminescence (TRPL), all supported
by numerical modeling of exciton states in QDs and WL
within the multiband envelope-function k · p theory. The
collected data and conclusions drawn can trigger the work
on such ripening-assisted grown QDs towards unveiling
their physical and chemical properties and their use in
photonic applications in the near infrared.

II. EXPERIMENTAL AND THEORETICAL
METHODOLOGY

In this section we provide details about sample growth,
experimental setups, and theoretical framework used to
study the optical and electronic properties of the structure.

A. Sample growth

The investigated sample is grown on a (001)-oriented
InP substrate using a MBE reactor equipped with two-
valved solid-source arsenic and phosphorus cracker cells.
The growth sequence starts from a 100-nm-thick InP buffer
layer directly deposited on the substrate at 465 ◦C and fol-
lowed by a nominally 228-nm-thick In0.53Al0.24Ga0.23As
layer lattice matched to InP. A growth interruption last-
ing for 35 s is introduced to allow for the group-V
atoms exchange on the InP/(In,Al,Ga)As interface. Subse-
quently, the Stranski-Krastanov (SK) growth mode is used
to form an initial layer of QDs by deposition of nomi-
nally two MLs of InAs at 514 ◦C with a growth rate of
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0.4 ML/s. Following the SK QD formation, the ripening
process starts during the reduction of the substrate tem-
perature down to 413 ◦C with a cooling rate of 30 K/min
under As2 pressure of 6 × 10−6 Torr [7]. After the cooling
process, the dots are capped by a nominally 228-nm-thick
In0.53Al0.24Ga0.23As layer. During the growth of the cap
layer, the substrate temperature is kept at 413 ◦C for the
first 20 nm. Afterwards, it is increased with a rate of
30 K/min up to 514 ◦C and then kept constant for the
remaining layer thickness. More details about the growth
procedure can be found in Refs. [6,7].

B. Experimental details

For spectroscopic experiments, the structure is held in
a helium closed-cycle refrigerator to allow for the con-
trol of the sample temperature in the range of 10–300 K.
In the case of PL and TRPL experiments, the sample
is excited by a train of approximately 2-ps-long pulses
with about a 13.2 ns pulse-to-pulse interval and about
a 1.48 eV photon energy. The laser spot is focused to
approximately 150 μm in diameter. Emission from the
structure is collected in a standard far-field optical setup
and dispersed by a 0.3-m-focal-length monochromator.
Time-integrated PL spectra are measured in a wide spec-
tral range of 1.2–2.1 μm via the lock-in technique at the
reference modulation frequency of 2 kHz, using a ther-
moelectrically cooled InAs-based single-channel detector.
The high-resolution PL is measured in the same setup.
However, in this case the excitation and collection of
emission are performed through a microscope objective
with high numerical aperture NA = 0.65. The laser spot
is defined to approximately 2 μm in diameter. A liquid-
nitrogen-cooled (In, Ga)As-based linear camera detector
registered the high-resolution PL spectrum in the limited
spectral range up to 1.65 μm. The TRPL is measured by
a time-correlated single-photon counting method. Photons
are spectrally filtered by a monochromator and subse-
quently collected by the NbN superconducting detector.
The multichannel event timer is synchronized to the pulse
train to produce photon event statistics. The overall tem-
poral resolution of the TRPL setup is approximately 80
ps.

In the �R/R experiment, a halogen lamp is used as
a broadband probe beam source. The 630 nm line from
a semiconductor diode laser is employed for photomod-
ulation purposes. The 0.3-m-focal-length monochromator
dispersed the white light reflected from the sample, the
normalized changes of which are measured via the lock-in
technique similarly to the PL.

C. Theoretical framework

Initial calculations of single-particle states in the WL
and QDs are performed with the commercially available
NEXTNANO software [24,25], which utilizes the continuum

elasticity model for the strain distribution, and afterwards
calculates the electron eigenstates within the eight-band
k · p method including the strain-driven piezoelectric field.
Relevant material parameters are taken from Ref. [26].
The calculations allowed for establishing the bounds for
QD parameters (height, lateral dimension, and chemical
content) leading to the multimodal energy distribution,
analysis of the WL states, and separation between relevant
energy states in the investigated structure as an input for
discussion on the PL quenching mechanisms.

We then extend the band-structure calculations using
a state-of-the-art implementation of the multiband k · p
method [27,28], including spin-orbit interactions, struc-
tural strain, and piezoelectric field up to second-order
terms in the strain tensor. Next, exciton states are found
within the configuration-interaction approach by diagonal-
izing the Coulomb and phenomenological electron-hole
exchange interactions in the basis of 32 × 32 electron-hole
state configurations, where hole states are obtained by time
reversal of valence electron ones. The number of single-
particle states included in the calculations is determined on
the basis of convergence tests. Then, oscillator strengths
and radiative lifetimes for exciton states are obtained
within the dipole approximation by computation of matrix
elements of the momentum operator P = (m0/�)(∂H/∂k),
where m0 is the electron mass. The oscillator strength for
the ith exciton state composed of a number of electron-
hole configurations (single-particle states are labeled by
α and β) is then fi = 2/(m0Ei)|

∑
αβ cαβ〈ψ (α)

v |P|ψ (β)
c 〉|2.

Finally, we calculate radiative lifetimes, connected with
the oscillator strength f by the relation that may be
approximately written as τ [ns] = 45(λ[μm])2/nf , where
λ is the emission wavelength and n is the refractive
index. The derivation can be found in Ref. [29], while
the details of modeling and the parameters taken for the
InAs/(In,Al,Ga)As/InP material system can be found in
Ref. [30].

III. RESULTS AND DISCUSSION

In this section, we show experimental results supported
by theoretical calculations and provide discussion on the
properties of the investigated QD structure.

A. Modulated reflectivity and photoluminescence

The measured modulated reflectivity spectrum is plotted
with a solid red line in Fig. 1 and shows two noticeable
�R/R features settled in the ranges 1.13–1.20 eV and
0.92–0.96 eV, respectively. While the former is attributed
to optical absorption involving valence and conduction
bands of the (In,Al,Ga)As barrier [31], the latter is tenta-
tively assigned to absorption in the WL. The WL-related
feature appears to be constituted of at least two transi-
tions centered at approximately 0.93 and 0.94 eV. The
PL spectrum presented as a gray shaded area in Fig. 1
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FIG. 1. Photoluminescence (macro PL, gray shaded area), high-resolution PL (μPL, solid black line), and modulated reflectivity
(�R/R, solid red line) from the structure with QDs at T = 10 K. QD-related PL emission bands are labeled B–G, where B denotes
remnants of initially grown SK QDs and maxima C–G represent ripening-assisted grown QDs. Inset: power series of macro PL from
the B family of QDs and WL.

helps to reveal the nature of both these features. It shows
an intensive emission band labeled as A and centered at
about 0.93 eV, which overlaps with the low-energy part
of the �R/R feature. More interestingly, it changes with
increasing optical-pumping power P, as shown in the inset
of Fig. 1. For the low pumping power P = P0, band A is
centered between 0.92–0.93 eV and shifts towards higher
energies with increasing P. We tentatively stated that PL
band A and the low-energy �R/R feature are related to
optical transitions among the zero-dimensional (0D) local-
ized states in the WL [32–38], whereas the higher-energy
�R/R transition involves its 2D band edges. Consequently,
the observed evolution of the PL peak A with P can be
related to gradual filling of the WL density of states (DOS)
starting from its 0D-like tail (0D DOS) and ending in
the 2D states. The 0D DOS may originate from an inho-
mogeneity of the WL due to fluctuation of its thickness
and chemical composition, possibly introduced during the
ripening stage of the MBE growth. Alternatively, the WL
inhomogeneity could be triggered by chemical fluctuations
in the (In,Al,Ga)As barrier, as suggested by the spectral
smearing of the barrier-related �R/R feature.

The 2D band-edge-related transition in the WL at
approximately 0.94 eV allows us to determine the range
of possible WL characteristics (composition x of the
In0.47x+0.53Al0.24(1−x)Ga0.23(1−x)As alloy and WL thickness
dWL). For this purpose, the electronic structure of the WL
is calculated, using the NEXTNANO software [24], for dWL
varied from 0.9 to 1.5 nm and x from 0.85 to 1. The calcu-
lated transition energies are presented in Fig. 2 as a color

map, where the two dotted lines distinguish the area of
energies corresponding to the WL transition. As we do
not expect very strong intermixing, this calculation allows
us to determine that the average WL characteristics have
to be between four MLs (approximately 1.2 nm) of pure
InAs and five MLs (approximately 1.5 nm) of alloy with
x = 0.85, which resembles the recent transmission elec-
tron microscope images of similar QDs [39]. In the latter
a rather soft interface with a gradient of composition is
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found. Based on this, in further calculations done for QDs,
we take a WL consisting of four MLs of pure InAs and
perform Gaussian averaging to simulate the soft interface.
Nonetheless, these subtle WL details have in fact only a
very minor impact on the QD calculation results presented
below.

In Fig. 1 we show also a series of PL peaks below
the WL-assigned optical transitions with their positions
extending down to approximately 0.6 eV. At least six such
bands are resolved and labeled B–G. These are attributed
to emission from QDs with multimodal size distribution
formed during the ripening step in the MBE growth. Band
B has a relatively high intensity compared to bands C–G,
for which the intensity gradually increases. It is reason-
able to assume that QDs from family B are the remnants of
initially grown SK QDs. During the ripening stage, mate-
rial from partially decomposed SK dots is transferred to
other dots, forming the C–G families. This scenario is sup-
ported by previously published structural data [7], where
the surface density of the remnants of the initially grown
QDs (109–1010 cm−2) can be comparable to that of newly
formed QDs after the ripening stage. Interestingly, for QDs
belonging to the C family emitting in the telecom spectral
range of 1.53–1.63 μm, the surface density seems to be
the lowest among all families. Indeed, the μPL spectrum
presented in Fig. 1 obtained from the unprocessed sam-
ple (without any special patterning of the structure, e.g.,
mesa etching) shows a discrete spectrum, i.e., sharp and
narrow PL lines originating from single QDs. The same
is hardly resolvable for QDs in the band B and disappears
completely for the band A, suggesting high areal density of
the 0D potential traps in the WL, additionally confirmed by
its high PL intensity dominating the emission spectrum.

Bands B–G originate mostly from ground-state recom-
bination in QDs, rather than from excited states. This
conclusion is drawn from the analysis of the pump-fluence-
dependent PL presented in Fig. 3(b), which shows a nearly
linear increase of the peak intensity with pump fluence
across almost three decades. In further analysis of PL
spectra we extracted the FWHM, peak position, and peak-
to-peak distance (�E) between consecutive bands. These
are obtained by fitting each PL peak with a Gaussian
function. The relevant parameters are shown at the top
of Fig. 3(a). PL bands B–G have the FWHM ranging
from 24 to 36 meV, which reveals similar inhomogeneity
within each of the QD families that could be in-plane size
fluctuations, strain inhomogeneity, and chemical content
variation. We observe an expected superlinear decrease in
�E from approximately 54 meV between peaks B and C
down to approximately 33 meV between G and F result-
ing from the quantum size effect. This issue will be further
addressed in the theoretical considerations below.

In addition, the angle-resolved linear polarization of
PL is presented in Fig. 3(c) for the selected PL bands
A, C, F , and G to keep the subfigure clear. Surprisingly,
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FIG. 3. (a) The PL spectrum (solid black line) at T = 10 K
with Gaussian fits (color shaded areas for consecutive PL bands).
Letters label the peaks; �E is the energetic distance between PL
bands; FWHM is the full width at half maximum for the peaks.
Vertical gray lines indicate energies obtained from numerical
calculations for a given QD in-plane size. The dashed gray ver-
tical line indicates potential remnants of initially grown SK QDs
with two 2-ML height. Full squares represent the QD in-plane
size, determined from the calculations of the ground-state ener-
gies. (b) Pump-fluence-dependent PL for selected PL bands: A
(blue squares), C (red circles), F (green triangles), and G (orange
stars). (c) Normalized PL intensity from the selected PL bands
in (b), but as a function of the angle of linear polarization with
respect to the laboratory frame.

an almost 40% degree of linear polarization (DOLP) is
observed for band A, whereas for the QD-related bands C,
F , and G, the DOLP is negligible, within an experimen-
tal accuracy of 5%. The lack of significant DOLP for the
QDs can be linked to their high in-plane symmetry that
for similar QDs was shown to lead to a negligible fine-
structure splitting of the confined exciton states [11,12]. In
contrast, high DOLP for band A may be related to the built-
in optical anisotropy in the WL induced by local strain
variations and its anisotropy or chemical disorder at the
InAs/(In,Al,Ga)As or (In,Al,Ga)As/InP interfaces.

B. Long-range atom ordering and two-monolayer QD
height steps

Previous observations of multimodally distributed InAs
QDs embedded directly within the InP barrier were
interpreted as resulting from the QD size variation in the
form of 1-ML changes in their height between consecutive
families [40–42]. A similar observation and interpretation
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were also reported for InAs/GaAs QDs [10,43]. This does
not seem to apply to the investigated QDs since the 1-
ML (approximately 0.3 nm) change in QD height would
lead to much smaller energy separation between PL bands
than actually observed. Instead, we propose that the height
of consecutive QD families changes by 2-ML steps. This
hypothesis can find its justification in the expected long-
range atom ordering that takes place in the quaternary
barrier alloy. The ordering arises spontaneously for a mul-
titude of III-V alloys as the coherent placing of atoms
reduces the free energy of the crystal lattice in comparison
to a disordered material or to a two-phase alloy [21].

The resulting structure has a modulation of composition
along particular crystallographic directions where the ele-
mental cell can be expanded as compared to, e.g., a binary
alloy. Therefore, if the barrier above the investigated QD
layer is organized in the direction [001] into In-rich and
In-poor monolayers alternately then the effective height
of a QD may be changed only by an even number of
monolayers, i.e. by at least two MLs.

Previous observations of long-range ordering include
(Al, Ga)As/GaAs [44], (In, Al)As/InP [45,46], (In, Ga)As/
InP(110) [47,48], and (In, As)Sb/InSb(001) [49] heteroin-
terfaces, which establish a background for our conclusion.
The most common is the CuPt-type superlattice (L11 struc-
ture) resulting in ordering of cation lattices along the
[111] direction [46]. Importantly, it was reported for the
(In, Ga, As)P quaternary alloy lattice matched to InP(001)
[48,50]. The CuPt-type structure ordering along the [001]
direction relevant for this work was modeled [51] and
observed for, e.g., bulk (In, Al)As grown on the InP(001)
substrate [45,52]. Another, less frequently investigated
ordering is the CuAu-I type, which also results in alter-
nating layers along the [001] direction reported for MBE-
grown strained (In, Ga)As/(In, Al)As multiple quantum
wells on the InP(001) substrate [53]. The atomic order-
ing was also observed for various III-V and II-VI systems
with epitaxial nanostructures [23,54]. For applications, the
long-term stability of QDs and their properties is crucial.
The size and composition of a highly strained QD after
its growth significantly depend on the conditions in the
barrier. Thermodynamic calculations suggest that QDs in
atomically ordered alloys may be more stable than those
grown in random lattices [23]. There are also, e.g., ab
initio total energy [55,56] and strain energy calculations
[23] showing that ordered structures are more stable than
random alloys [22]. These results hold for systems with
large differences in the lattice constants between the binary
constituents; however, the ordering is also observed when
this condition is not true. Therefore, other models (kinetic
[51] and surface thermodynamic considerations) are pro-
posed to understand this phenomenon for low-mismatch
alloys, as in the case of alternating rows of large and small
atoms building in along the growth steps (this is the pro-
posed mechanism for the explanation of, e.g., the origin of

the ordered CuPt-type structure [57]). These models help
to explain the ordering observed for the (Al, Ga)As alloy
[44], although AlAs and GaAs have very similar lattice
constants.

Although the long-range ordering in III-V ternary and
quaternary alloys has been confirmed by crystallographic
methods, it has never been observed for the (In,Al,Ga)As
quaternary alloy investigated here. Even though our
research focuses only on optical properties and does not
include the direct investigation of the structural proper-
ties, we deduce a similar ordering for (In,Al,Ga)As as has
been observed for its constituents [45–48], (In, Ga)As and
(In, Al)As, and there is no evident reason that their mixture
should organize in a different way. Additionally, there are
some premises, e.g., for (Ga, In)As(P) [48], under which
ordering in quaternaries may be even more pronounced
than in ternaries.

C. Modeling of QDs

The observed multimodal QD emission can be explained
based on calculations of the QD ground state as a function
of QD parameters (height, lateral dimensions, and chemi-
cal composition). The modeled QD geometry is a truncated
pyramid with a square at the base and an angle between
the side facets and the base of 25◦, in accordance with
the structural studies of QDs grown under similar condi-
tions [39]. The dot is settled on a 4-ML-thick WL, and the
barrier material is In0.53Ga0.23Al0.24As.

We begin with two initial series of single-particle cal-
culations, in which we take almost pure InAs (In0.95
Al0.025Ga0.025As) in the WL and a purely InAs QD with
height varying by one ML and two fixed in-plane sizes,
L = 25 nm and L = 45 nm, plotted in Fig. 4 with blue
squares and diamonds, respectively. These results are
compared with the experimental data plotted with black
squares at 2-ML height steps and with gray squares at
1-ML steps. While the qualitative agreement is very weak,
one may note that the assumption on the 2-ML QD height
variation, and thus the presence of long-range ordering and
the resulting enhanced stability of QDs, is correct here.
Additionally, with a dotted green line we plot the ground-
state energy for the limit of L → ∞, i.e., for a quantum
well (QW) as high as the studied QDs. The experimental
data plotted assuming 1-ML steps (gray squares) is so steep
that it even crosses this line, which makes it nonphysical,
as it implies QDs having lower energy than for the QW.
Thus, at this point we establish that the G family with emis-
sion around 0.65 eV is assigned as having H = 14 MLs,
while H = 4 MLs characterizes the B family centered near
0.84 eV. Within this assumption, the smallest dots hav-
ing 2-ML height should emit near 0.89 eV. Indeed, at this
energy the PL spectra in Figs. 1 and 3 (vertical dashed gray
line) reveal a PL band of low intensity overlapping with
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2-ML H steps
1-ML H steps

Full model, L = f (H)

L (QW limit) Theory:

Experiment:

FIG. 4. Comparison of observed QD emission energies, plot-
ted assuming 2-ML (black squares) and 1-ML (gray squares)
steps in the QD heights, with trends calculated in a simple model
for QDs with L = 25 nm (blue squares) and L = 45 nm (blue dia-
monds), as well as in the full model including the exciton binding
energy and varying dependence L = f (H). The dotted green line
shows energy calculated for a quantum well. The height H is
measured from the top of the WL.

tails of bands A and B, which thus comes from the 2-ML
height QDs.

For two probe cases related to fixed L, the calculated
ground-state energies as a function of H deviate from the
postulated trend especially for larger heights. The obtained
energy change saturates for large H , as predicted by the
H−2 dependence. Therefore, to obtain agreement between
the experimental and theoretical points, we need to intro-
duce an additional, nonlinear dependence that relates H
with L, which we presented in Fig. 3. It allowed us to
achieve good qualitative agreement; the respective theo-
retical values are plotted with red circles. This final series
of calculations is performed in an extended model tak-
ing into account the electron-hole Coulomb interaction
and soft material interfaces. Starting with nominally clean
InAs inside the WL and QDs, Gaussian averaging (with
σ = 0.3 nm) of the material profile is used to simulate
material intermixing at interfaces. QDs of height from 2 to
14 MLs are simulated, with the in-plane size varied in the
range of L = 25–70 nm. The resultant dependence of the
ground-state energy on these dimensions is very smooth,
thus allowing for extraction of the L = f (H) dependence
that is then fit to the experimental values. Finally, this non-
linear dependence introduced into QD modeling resulted in
very good agreement between the calculated energies and
the positions of the PL peaks (see the red circles in Fig. 4).

The introduction of variable L might suggest that in
principle the experimental data could also be reproduced
assuming 1-ML height steps, by using a strong enough
dependence of L on H . This is however not the case.
As mentioned above, the 1-ML-stepped experimental data
cross the theoretical result obtained for a quantum well,

which means that the hypothetical L(H) dependence is
divergent. Thus, such a sequence of ground-state ener-
gies could not be obtained for QDs varying in height by
a single ML.

D. Carrier dynamics

The theoretical calculation of excitonic states in QDs
also allowed us to determine the exciton recombination
dynamics, presented as a solid red line in Fig. 5. The result
of the comparison with the experimental values may shed
some light on the correctness of the assumptions made
and the legitimacy of using a specific set of QD structural
parameters.

The TRPL experiment is performed at T = 10 K. The
PL decay curves measured at each of the respective
PL peaks shown in Fig. 3(a) are analyzed using the
PTI FelixGX software by Photon Technology Interna-
tional. Using the maximal entropy method (MEM) [58,59],
the PL lifetimes are extracted without initial knowledge
or assumptions on the number of underlying processes.
Because of this, the MEM has proved effective in recon-
structing decays consisting of several exponential compo-
nents [60]. In this approach, we obtain a distribution of
times of nonzero width, which results from the incomplete
(noisy) information. The reconstruction formula is

I(t) = I(0)

N∑

i=1

Ai exp
(

− t
τi

)
, (1)

where N is the number of components in the quasicon-
tinuous distribution of lifetimes describing the decay, and
coefficients Ai are the corresponding amplitudes. If the
distribution is a set of well-resolved peaks, it is valid to
treat their means as single representative lifetimes. Such
averages are plotted with circles in Fig. 5.

The PL lifetimes obtained for QD families B–F (1.4 ±
0.2, 1.5 ± 0.2, 1.2 ± 0.2, and 1.1 ± 0.2 ns, respectively)
are similar and, as their variation is on the level of
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FIG. 5. PL lifetimes at T = 10 K for different families of
ripening-assisted grown InAs/(In,Al,Ga)As/InP(001) QDs (PL
bands B–G) and the WL (PL band A). The solid red line is a
calculated trend for the PL lifetime.
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the experimental uncertainty, no clear trend can be
determined. These overall values that average to 1.3 ±
0.3 ns agree well with those obtained theoretically. In
theory, a noticeable increasing trend is present, due
to effectively weaker (relative to single-particle level
spacing) electron-hole Coulomb interaction in smaller
QDs. However, the uncertainty of experimental values
does not allow this result to be verified. At the emis-
sion energy of 0.84 eV, a similar PL lifetime of approx-
imately 1.65 ns has been obtained for slightly in-plane
asymmetric SK InAs/(In,Al,Ga)As/InP(001) QDs [31].
For highly asymmetric confining potentials like those in
InAs/(In,Al,Ga)As/InP(001) quantum dashes, the PL life-
time consists of two short and long components [30]. Nev-
ertheless, the average PL lifetime of 1.45–1.8 ns is compa-
rable to that obtained here, and indicates the main influence
of the exciton confinement regime on the observed PL
dynamics.

A significantly different value is obtained for family G,
where the analysis yields a PL lifetime of 2.0 ± 0.2 ns.
This family also shows a different PL quenching char-
acteristic than other families, as discussed in the next
section, which may suggest a much different exciton con-
finement nature reflected in a much longer PL decay
time.

Finally, the observed long PL decay time of 0.9 ± 0.2
ns for the 0D WL states represented by PL band peak A at
approximately 0.93 eV confirms the localized nature of the
states [38] since the lifetime of excitons confined in the 2D
WL is expected to be significantly shorter.

E. Temperature-dependent photoluminescence

In this section, we describe temperature-dependent PL
that provides information on the carrier confinement
parameters in the WL and QDs and the thermal carrier
redistribution processes involving 0D and 2D states in this
system.

First, the analysis focuses on the thermal shift of the
PL peak energy presented in Fig. 6(a). The shift is com-
pared to the well-known Varshni relation for the tem-
perature dependence of the energy gap for a bulk InAs
material [61]:

Eg(T) = Eg(0) − αT2

T + β
. (2)

Here Eg(0) is the estimated transition energy at T = 0 K,
with α = 2.76 × 10−4 eV/K2 and β = 93 K the parameters
for InAs.

From Fig. 6(a) we infer that, for PL band A (blue cir-
cles), the peak energy follows the Varshni relation (solid
blue line) only at elevated temperatures. At T < 120 K,
the peak position remains nearly T independent or slightly
drops when T decreases. The effect reminds the so-called
“S-shape” function for a QW [62,63]. In this case, photoin-
jected carriers populate 0D-like states residing below the
QW’s mobility edge (2D states) and the resultant emission
under low photoexcitation conditions involves the local-
ized states only. The WL can be considered as a QW
with additional localization potentials that come from, e.g.,
fluctuations of its width and chemical content, as well as
variations of local strain. However, the optical response
from the 2D WL states should be present: (i) in the PL
spectrum, once the 0D states are fully occupied, prevent-
ing the carrier transfer process from 2D to 0D WL states,
or (ii) in the �R/R trace, where all the 2D states with
a large transition oscillator strength are accessible in the
optical absorption process. Both are observed experimen-
tally among the registered data set. The extrapolation of
the Varshni trend to low temperatures predicts the optical
response involving 2D WL states to be observed at approx-
imately 0.94 eV. While the inset of Fig. 1 shows the shift
of PL band A towards the predicted energy range with
increasing excitation power, the �R/R experiment pre-
sented in Fig. 1 reveals the highly intensive feature at 0.94
eV, identified as the optical absorption process involving
2D WL states. The energy distance between PL band A and
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FIG. 6. Analysis of temperature-dependent PL spectra: (a) PL band peak energy, (b) integrated PL intensity, (c) activation (closed
circles) and quenching (open circles) energies for the emission bands taken from the Arrhenius fit.
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the 2D WL is approximately 10 meV at T = 10 K, which
may serve as a rough estimate of the carrier localization
energy. These observations confirm the existence of 0D
WL states able to localize carriers at low T and suggest
their impact on the thermal carrier redistribution process in
the structure. A similar issue has previously been studied
for (In,Ga)As/GaAs QDs [38].

The temperature dependence of QD-related PL bands
B–G is different from that observed for the WL emission.
At T < 40 K, the peak energy follows the Varshni trend.
However, with increasing T, the redshift is either stopped
(bands B–E) or weakened (bands F and G). This so-called
anomalous energy shift is only partially caused by the
bandgap reduction of the QD material [64]. It is predomi-
nantly related to the migration of carriers between different
QD families and within each of them, as well as involving
an exchange of carriers with the WL reservoir. During the
thermally activated redistribution, carriers can be captured
by QDs characterized by high emission energy. Therefore,
the high-energy tails of QD size distributions in each of
the families become optically active, shifting the PL-band
peak energy towards higher energies, thus compensating
for the effect of the thermal bandgap reduction [64].

The analysis of the temperature-dependent PL intensity
presented in Fig. 6(b) provides further information about
the carrier redistribution in the investigated structure. Each
data set is fitted with the Arrhenius-type formula

I(T) = I0

1 + ∑
i Bi exp(−Ei/kBT)

, (3)

where Ei is the average activation energy (or PL quench-
ing energy) and Bi is the amplitude of the activation (PL
quenching) process. The respective energies are summa-
rized in Fig. 6(c).

For the already discussed PL band A originating from
the 0D WL states overlapping with 2D WL states, the
PL intensity is thermally quenched, characterized by two
energies of 16 ± 2 and 75 ± 22 meV, represented by open
blue circles in Fig. 6(c) at approximately 0.93 eV. The
lower energy is close to the estimated energy of the addi-
tional localization in the WL, most probably caused by the
fluctuations in the chemical content and/or the WL width
variations. Note that these two do not have to match, as the
latter is a difference between exciton levels in the WL and
in an additional potential trap, while the former is com-
posed of such a difference for just one of the carriers (most
probably the hole) and exciton binding energy. Since the
PL quenching is rather weak in the low-T range, most of
the exciton population is trapped back to the 0D WL states
and recombines there, while only a small exciton popula-
tion feeds QDs. In the range of higher temperatures more
complex PL quenching processes occur. When the ther-
mal energy is larger, the WL reservoir is depopulated by

the carrier capture in QDs, and at the same time, reacti-
vated carriers from QDs supply the WL reservoir. Against
this background, the escape of holes from the WL to the
barrier seems to be the most important process, as the
higher quenching-related energy corresponds well to the
calculated difference in hole levels plus the exciton binding
energy in the WL.

Prior to the discussion on the characteristic PL quench-
ing and activation energies for QDs, it is justified to assume
that in the low-T limit free carrier migration is negligible.
This comes from the calculated electron-hole Coulomb
correlation energy between approximately 9.5 meV for 14-
ML-high QDs and approximately 20 meV for the flattest
ones, which corresponds to T ∼ 110–235 K. At higher
temperatures, electrons and holes can escape from the
confining potential with characteristic activation energies
composed of the energy distance to WL states (δe, δh) or
barrier band edges (�e, �h), in which we also include
the exciton binding energy (Eb), as the exciton has to
dissociate.

Let us now refocus on the T-dependent PL intensity
from QDs. For families B–D, an enhancement is first
observed, followed by a decrease of intensity at elevated
temperatures. The extracted activation energy connected
with this enhancement is approximately 6 meV with varia-
tion within the uncertainty bounds, as depicted with full
circles in Fig. 6(c). This is close to the determined PL
quenching energy for the 0D WL states, suggesting that
QDs may acquire excitons released from the WL already
at low T. However, this feeding process competes with the
thermal escape of carriers at elevated temperatures. Ener-
gies connected with quenching of PL from QD families
are depicted with open circles in Fig. 6(c), with values
varying between 127 ± 11 and 150 ± 10 meV. As could be
expected, a monotonic increase of quenching-related ener-
gies with rising QD size (families B–F) is present, as the
localized states are sunk deeper into a wider potential.

To propose a scenario underlying the carrier activation
process, one can compare the obtained PL quenching ener-
gies with calculated energy distances between the lowest
single-particle electron (e1) and hole (h1) states confined in
a dot and respective 2D WL ground states (eWL, hWL) or the
(In,Al,Ga)As barrier (ebulk, hbulk). Results are presented in
Fig. 7(a) together with a sketch of the confining potential in
a QD and the WL in Fig. 7(b). Note that all the calculated
energy differences δe = eWL − e1 + Eb, δh = h1 − hWL +
Eb, �e = ebulk − e1 + Eb, �h = h1 − hbulk + Eb include
the electron-hole interaction energy, as discussed above.
Additionally, with stars we also plot the calculated energy
of exciton extraction to the WL, in which the difference
between 0D and 2D exciton binding energies is taken into
account.

From Fig. 7(a), note that extraction of a single electron
from a dot to the barrier cannot be responsible for the PL
quenching in the considered T range since the �e (green
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FIG. 7. (a) Comparison between experimentally obtained PL
quenching energies (orange circles) and calculated energy dis-
tances between single-particle electron (e1) and hole (h1) ground
states confined in a QD and (i) 2D WL electron (eWL) and hole
(hWL) states, with δe = eWL − e1 + Eb and δh = h1 − hWL + Eb,
and (ii) the (In,Al,Ga)As barrier, where �e and �h are the dis-
tances from QD states to the conduction- and valence-band edges
in the barrier, respectively. Here δX = δe + δh + Eb is sum of
energy required to dissolve the exciton (Eb) and excite both car-
riers to the WL (δe, δh). (b) Energy diagram of the confinement
potential for the system with a QD and the WL.

diamonds) is far above the obtained PL quenching energies
(orange circles). From the primary PL quenching mecha-
nism, we can also exclude hole escape from a dot to the
WL. The calculated energy distance δh for the dots (blue
down triangles) is too small to match the PL quenching
energy. Note, however, that despite the relatively small
energy necessary to eject a hole to the WL, the inverse
process of fast hole relaxation mechanisms back to a QD
at low T may lead to the absence of quenching related to
such energies.

For small QDs, with H ≤ 6 MLs, at least three PL
quenching mechanisms can be considered: (i) the one
related to single-electron escape to the WL [blue up tri-
angles in Fig. 7(a)], (ii) single-hole escape to the barrier
(green squares), and (iii) whole exciton extraction to the
WL (red stars). In all these cases the calculated energy dis-
tances closely or perfectly fit the respective PL quenching
energies.

For large QDs, with H > 6 MLs, the dominant PL
quenching mechanism seems to be related to single-hole
escape to the barrier as the calculated energy distance �h
perfectly matches the quenching energy. Since the hole
extraction to the barrier is also present for small QDs, we
can conclude that it can be the primary mechanism for the
PL quenching in the investigated QDs.

Finally, we comment on the observed anomalies in the
temperature dependence of PL from the investigated struc-
ture. At T > 125 K, the PL spectrum is enriched by the
appearance of the PL band labeled E′ between previously
identified bands E and F . Temperature dependence of the

E′ band is presented in Fig. 6(a); however, the fitting pro-
cedure did not allow for a precise determination of changes
in the band intensity due to its substantial overlap with
bands E and F . The origin of the band is unknown; it
could be related to another family of QDs that is split off
from families E and F . Another anomaly is related to the
observation of two quenching energies for band G. While
the higher one, 193 ± 5 meV, is in agreement with the
abovementioned general scenario for QDs, the lower one,
25 ± 5 meV, suggests the existence of another nonradiative
relaxation channel that we could not identify.

IV. SUMMARY

In conclusion, we perform detailed optical studies
of InAs/(In,Al,Ga)As/InP(001) QDs grown by MBE
employing the ripening-assisted scheme. QDs emit in the
1.4–2 μm spectral range, which places them among attrac-
tive solutions for photonic applications in the near infrared.
We study a multimodal emission from QDs, which reveals
their grouping into at least six families according to their
height. Based on the quantitative agreement between our
theoretical calculations and experimental data, we show
that the dots belonging to the consecutive families dif-
fer by two material monolayers in QD height, contrar-
ily to 1-ML steps typically observed for InAs/InP QDs
made of binary alloys. We suggest that this may stem
from crystallographic long-range ordering in the quater-
nary (In,Al,Ga)As barrier alloy that stabilises the growth
of InAs QDs. Because of the minimization of the crys-
tal lattice free energy by atomic ordering, QDs in such
systems should be characterized by higher long-term sta-
bility in comparison to those embedded in alloys without
ordering, which is also beneficial for future applications.
We also find that QDs from consecutive families dif-
fer significantly in lateral dimensions spanning the 24–65
nm range of in-plane sizes. Such geometries allow us
to calculate the relatively short PL lifetimes monotoni-
cally decreasing from approximately 1.4 ns for flat dots
to approximately 1.1 ns for higher ones, which agrees with
the mean trend from experimental data. Observation of a
single-exponential decay and negligible linear polarization
of PL from QDs suggest their high in-plane symmetry.
Finally, we observe a thermal carrier redistribution pro-
cess, in which localized states in the WL play the role of
carrier reservoir, feeding the QDs at elevated temperatures.
Based on the comparison of calculated energy splittings
between carrier states in the dots, the wetting layer, and in
the barrier with the experimental data, we determine that
the dominant PL quenching mechanism is the escape of
holes to the barrier.
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time and emission polarization dispersion in strongly in-
plane asymmetric nanostructures, Phys. Rev. B 96, 245425
(2017).

[31] M. Syperek, J. Andrzejewski, E. Rogowicz, J. Misiewicz,
S. Bauer, V. I. Sichkovskyi, J. P. Reithmaier, and G. Sęk,
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Abstract: The rapidly developing quantum communica-
tion technology requires deterministic quantum emitters
that can generate single photons and entangled photon
pairs in the third telecom window, in order to be com-
patible with existing optical fiber networks and on-chip
silicon photonic processors. InAs/InP quantum dots (QDs)
are among the leading candidates for this purpose, due
to their high emission efficiency in the required spectral
range. However, fabricating versatile InAs/InP QD-based
quantum emitters is challenging, especially as these QDs
typically have asymmetric profiles in the growth plane,
resulting ina substantial bright-excitonfine structure split-
ting (FSS). Thishinders thegenerationof entangledphoton
pairs and thus, compromises the versatility of InAs/InP
QDs. We overcome this by implementing droplet epitaxy
(DE) synthesis of low surface density (2.8 × 108 cm−2)
InAsxP1−x QDs with x = (80± 15)% on an (001)-oriented
InP substrate. The resulting QDs are located in etched pits,
have concave bases, and most importantly, have symmet-
ric in-plane profiles. We provide an analytical model to
explain the kinetics of pit formation and QD base shape
modification. Our theoretical calculations of electronic
states reveal the properties of neutral and charged excitons
and biexcitons confined in such QDs, which agree with
the optical investigations of individual QDs. The optical
response of QDs’ ensemble suggests that FSS may indeed
be negligible, as reflected in the vanishing degree of linear
polarization. However, single QD spectrum gathered from
an etched mesa shows moderate FSS of (50± 5) μeV that
we link to destructive changes made in the QD environ-
ment during the post-growth processing. Finally, we show
that the studied DE QDs provide a close-to-ideal single-
photonemissionpurityof (92.5 ± 7.5)% in the third telecom
window.

Keywords: near-infrared spectroscopy; quantum dots;
quantum telecommunication; single-photon sources.
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1 Introduction
Epitaxially-grown semiconductor quantum dots (QDs),
among other applications [1], are considered as nearly
perfect quantum emitters [2, 3] for applications in quan-
tum communication [4] and quantum computation [1, 5]
technologies. QDs emitting in the long-wavelength third
telecom band centered at 1550 nm are of special inter-
est for these applications [6], as they offer ultra-low-loss
single-photon-encoded data transmission between quan-
tum nodes, both in distributed silica-fiber-based optical
networks [7, 8] and on-chip optical circuits [9–13]. Two
main material systems have been identified for long-
wavelength QD-based single-photon emission: InAs/GaAs
[14–17] and InAs/InP [18–24]. InAs/GaAs QDs show excel-
lent single-photon emission properties [25], including high
single-photon emission purity [15, 17], and high degree
of photon indistinguishability [16]. This, however, is at
the cost of complicated strain engineering epitaxial pro-
cesses to red-shift the emission [6, 26]. In comparison,
InAs/InP QDs naturally emit at longer wavelengths, while
also offering high photon emission purity [18, 26] and
indistinguishability [27].However, controlling their growth
kinetics and the resulting morphology with respect to
size, shape anisotropy, and surface density is complicated.
Therefore, establishinganepitaxialmethod thatallows tai-
loring the aforementioned properties independently will
make InAs/InP QDs highly attractive as solid-state single-
photon quantum emitters in the long-wavelength telecom
range.

There are two main epitaxial techniques for synthe-
sizing InAs/InP QDs: Stranski–Krastanov (SK) [18, 21, 28],
and droplet epitaxy (DE) [19, 20, 29]. SK InAs/InPQDs hold
the record for single-photon purity in the long-wavelength
spectral range [18],whereasDE InAs/InPQDshave the lead
in entangled photon pair emission [30] due to their more
symmetric shape compared to SK QDs [19]. The high sym-
metry of QD confining potential is important for efficient
generationof entangledphotonpairs, as it directly impacts
the bright-exciton fine structure splitting (FSS) [2]. Sym-
metry can be inherited from the substrate by employing
high-Miller-index planes, such as (111)A- [31] and (111)B-
oriented GaAs [32] for the emission in the visible range, or
InP(111)A with C3𝑣 symmetry [33, 34] in the near-infrared
spectral range. These high-Miller-index planes substrates
are difficult to process and are thus unpractical for device
applications. Moreover, despite the promising prospects
of this approach [35], the FSS of the resulting QDs has not
been below (60± 38) μeV [36]. Therefore, it is important
to develop newmethods that allow synthesis of symmetric

QDs on the industry-compatible (001)-oriented InP sub-
strate. Inspiring results have been achieved in the GaAs-
based material system using the DE approach [37, 38]. The
obtained DE QDs have been shown to possess high in-
planesymmetryandhence,exhibit very lowFSSvalues [39,
40], allowing them to be employed in quantum communi-
cation schemes utilizing entangled photon pairs [4]. For
(001) InP substrates, a modified DEmethod, where the QD
crystallization froman Indroplet is followedby theanneal-
ing in AsH3 ambient, was recently suggested by Sala et
al. [41]. The resulting QDs were shown to have high in-
plane symmetry and are located at the center of etched
pits, formed during the annealing step.

In this work, we present a detailed investigation of
the morphology, chemical composition, electronic struc-
ture and optical properties of ensemble, and individual
DE InAs(P)/InP QDs grown in metalorganic vapor-phase
epitaxy (MOVPE). By optimizing the growth process, we
could achieve an array of low surface density QDs (2.8 ×
108 cm−2), with highly in-plane symmetric profiles located
in etched pits. The QD emission covers the range of inter-
est centered around 1500 nm. We have examined in detail
the morphology and chemical composition of surface and
buried QD-in-pit structures using atomic force microscopy
(AFM) imaging, scanning transmissionmicroscopy (STEM)
and energy dispersive X-ray spectroscopy (EDX). Based
on the insight gained, we propose a kinetic model to
explain the formation of asymmetric pits etched around
the QDs and the QD base shape modification. Moreover,
we have performed theoretical calculation of electronic
and optical properties within the eight-band k ⋅ p method
combinedwith theconfiguration–interactionapproach for
states of carrier complexes. Together with the morpho-
logical investigations they support the interpretation of
properties of ensemble and individual QDs revealed by the
low-temperature photoluminescence (PL) measurements.
Excitonic complexes in individual QDs were studied by
the micro-PL (μPL) and time-resolved μPL experiments.
We show that the fabricated QDs are promising candidates
for single-photon sources emitting at 1500 nm, supported
by their high purity single-photon emission with an as-
measured value of  = 92.5% and fitted g(2)fit = 0 with a
standard error of 𝜎 = 0.10 associated with the fitting pro-
cedure. In addition, the high lateral symmetry of the QDs
makes them interesting for entangled photon pair genera-
tion for quantum communication applications. Although
we measure an exciton FSS value on the level of (50± 5)
μeV, this is likely related to the post-growth processing of
the QD structure and requires further optimization.
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2 Results and discussion

2.1 Description of the structure
Eachof two studied samples contains twoQDarrays grown
under the same conditions by low-pressure MOVPE on an
(001)-oriented InP substrate. The first QD array is covered
by a 30 nm-thick InP layer and was used for STEM and
optical studies. The second QD array is deposited on the
top InP surface and is left uncovered forAFM investigation.

The QDswere synthesized in a two-step process. First,
an array of In droplets was deposited on the InP surface
at 360 ◦C under a trimethylindium (TMIn) flux and in the
absence of Vth group flux. Afterward, the In droplets were
annealed under an arsine (AsH3) ambient as the temper-
ature was being ramped up to 550 ◦C, followed by 180
s-long waiting time (annealing). For comparison, a refer-
ence structure was grown without the high-temperature
annealing. Instead, after the In droplet deposition at 360
◦C, the temperaturewas raised only to 475 ◦C inAsH3 ambi-
ent and no waiting followed. A detailed description of the
growth procedure can be found in the Methods section.

2.2 QD morphology investigations
The surface morphology of the QDs was investigated by
AFM. Figure 1a and b present typical AFM images of the
surface QDs in the annealed, and the un-annealed refer-
ence samples, respectively. The density of the surface QDs
is similar in the two samples, since this parameter is deter-
mined by the initial stage of DE QD growth, i.e., the In

droplet deposition [29]. The difference between the two
samples arises from the annealing conditions under AsH3.
It can be seen that for the sample annealed at an elevated
temperature, every QD is located in a pit formed by local
etching of the surroundingmaterial on the perimeter of the
InAs DE QD [41]. The exemplary cross-sectional profiles of
the AFM scans through the QD centers for the annealed
sample shown in Figure 1c reveal the typical shape of the
pits in two orthogonal directions. The pits are asymmetric,
with a typical width of ∼ 470 nm and ∼ 310 nm along the
[110] and [110] directions, respectively. The high-resolution
QD AFM profiles in Figure 1d reveal the high symmetry of
the annealed QDs (top panel) in comparison to the ref-
erence QDs (bottom panel). Statistical analysis of the QD
profiles presented in Figure 1e shows that the in-plane
aspect ratio of the annealed QDs, defined as the ratio of
the QD base median length along [110] and [110] direc-
tions, is 1.09 compared to 1.75 for the reference QDs. We
also observe a significant decrease of the QD height due to
annealing, from Hs ≈ 4.8 nm for the reference sample to
Hs ≈ 1.9 nm for the annealed QDs [bottom panel in Figure
1e]. For the annealed QDs, we definedHs as the height of a
surface QD measured from the bottom of the pit to the QD
apex.

Since surface QDs are optically inactive, buried QDs
need to be examined with respect to photon generation
processes. Detailed investigation of the shape and com-
position of annealed buried QDs and their environment
was carried out here by high resolution STEM [42] and
EDX in cross-section geometry. The results are summa-
rized in Figure 2, where we show cross-sections of QDs

a

c d e

b

Figure 1: Morphological investigation of sur-
face DE QDs by atomic force microscopy,
(2 × 2) μm2 scans.
(a) Annealed QDs in etched pits. (b) QDs
before annealing. (c) Cross-section scans of
QDs and the pits around annealed QDs. (d)
Comparison of the QD cross-sections: after
annealing [top panel, close-up of (c)] and
before annealing (bottom). (e) Statistics of
the QD in-plane elongation (top) and height
(bottom).
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Figure 2: Morphological investigation of the buried annealed DE QDs by STEM and EDX. QDs in cross-section geometry viewed along the (a)
[110] and (b) [110] directions, and (c) the 2D InAs(P) layer. (d)–(f) Maps representing the fractional change in lattice spacing along the [001]
direction (relative to the InP lattice), eyy, for each of the images in (a)–(c). (g)–(i) Line scan profiles of P (blue) and As (red) concentrations
measured by EDX, and the lattice displacement values eyy (black lines) along the [001] direction.

viewed along the [110] (top row) and [110] directions (mid-
dle row), and on the 2D layer (bottom row). While the
base length of the buried QDs seems to be very similar to
the surface QDs, we measure larger heights for the buried
QDs compared to the surface ones. Based on the images
shown in Figure 2a and b, the buried QDs can be approx-
imated as truncated cones with arched bases and almost
symmetric in-plane dimensions. Wemeasure a base diam-
eter of B = (45± 2) nm, top diameter of D = (33± 1.7) nm
and height of H = (5.2± 0.3) nm for the buried QDs in
the annealed sample. The chemical composition of these
QDs is found to be InAsxP1−x with x = (80± 15)%, mea-
sured both by EDX and by analyzing the change in the
lattice parameter along the [001] direction from the atomic
resolution STEM images (for details, see Methods). The
color-coded maps of changes in lattice spacing along the
[001] direction relative to the InP substrate (eyy) are shown
in Figure 2d–f. Line scans of eyy across the QDs and As and

P composition profiles obtained from EDX measurements
are plotted in Figure 2g–i. Additional EDX data is shown
in Figure S1.

The formation of a 2D InAsxP1−x layer, shown in
Figure 2c, is a self-limited process of P atoms substitution
by As, taking place at the InP surface during its annealing
in the AsH3 ambient. In contrast to SK QDs, DE QDs are
formed without a wetting layer, due to the entirely differ-
ent nature of their nucleation [19]. In the case of InAs/GaAs
QDs, the dot and the barrier share the Vth group atoms,
while in the case of our studied InAs/InP material sys-
tem, the Vth group fluxes are switched at the QD interface.
This means that the InP surface is exposed to the AsH3
ambient during the QD crystallization step. In such con-
ditions, the As–P exchange starts with the desorption of
the P atoms from the III–V surface. At standard growth
conditions, when the InP surface is exposed to the PH3
ambient, thevacantpositionsare immediately refilledwith
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new P atoms. However, if the InP surface is annealed in
the AsH3 ambience, the As atoms are more likely to bind
to available In atoms left vacant after the P desorption.
The kinetics of As–P exchange is temperature-dependent
and the process is reversible [43, 44]. The thickness of
this layer in our sample is h ≈ 3 MLs, estimated from the
STEM images [see Figure 2c, f and i]. A chemical composi-
tion of x = (50± 15)% is estimated for this layer from both
atomic resolution STEM images and EDX profiles as shown
in Figure 2f and i. For EDX data of the 2D layer, see Figure
S2. Moreover, we consistently observe a region about 15
nm-thick above the 2D layer containing up to ∼ 20% As.
Based on our AFM and STEM observations of DE QDs and
their environment, we reconstruct the model presented in
Figure 3a for buriedDE InAs/InPQDs located in etched pits
and connected by a 2D InP(As) layer.

In the following section, we focus on an analytical
description of the local etching mechanism during the
DE QD annealing step. We assume a symmetric QD with
dimensions inferred from the STEM measurements (QD1).
We assume the bottom base diameter ofB ∼ 43 nmand top
diameter ofD ∼ 33 nm.We then include a small QD elonga-
tionof∼ 1.09 to themodel, asmeasuredbyAFMfor surface
QDs. This resizes the dimensions to B[110] ∼ 41.1 nm and
D[110] ∼ 31.6 nm along the [110] direction, and B[110] ∼ 44.9
nm and D[110] ∼ 34.4 nm along the [110] direction (QD2).

Interestingly, STEM images show that the bottom base
of the QD is arched upwards, where the sides are at the
same level as the etched pits around the QDs and the cen-
tralpartofQDbase isapproximatelyat thesame levelas the
2D layer outside the pits. Therefore, in our model, we keep
the pit’s depth and the central part of the QD base level
equal [marked with d in Figure 3a]. For QD1, we take d =

a

b

Figure 3: Scheme of a QD geometry.
(a) Model of a QD and surrounding pit inferred from the STEM scans.
(b) The modeled profile of the bottom base of the QD and the 2D
InP(As) layer surrounding it (red line) overlaid on the STEM image in
Figure 2a. The white eye-guiding line indicates the QD top interfaces.

1.9 nm in both directions, and for QD2 d = 2.6 nm and d =
2 nm along the [110] and [110] directions, respectively. For
both QDs, we keep the same in-plane distance 𝜆 between
the QD base and the substrate outside the pit: 𝜆 = 213 nm
along [110] and 𝜆= 133 nm along the [110] direction.

2.3 Formation of pits around QDs
Annealing takes place under the As supplying ambient,
while P is available from the InP substrate. We need, how-
ever, an In supply to form additional InAs(P) material
in the island during annealing, most probably followed
by InAs(P) evaporation from the QD apex, leading to the
observed decrease in the height of the annealed QDs. The
material exchange between the substrate and the island is
In-limited. We assume that the In diffusion occurs prefer-
entially through the perimeter of the island base in contact
with a 2D InP(As) layer, where the elastic stress induced by
the lattice mismatch is highest, similar to InAs/InGaAs
system [45, 46]. Coordinate-dependent coverage of the
substrate with In atoms 𝜃 can be described using the
steady-state diffusion equation

d2𝜃
dx2 = −IkΩ∕Dkh, (1)

with k = 0 or 1. Here, x is the coordinate along a given
crystallographic direction (either [110] or [110]), Ω is the
elementary volume per one III–V pair, h is the height of
InAs(P) ML, I0 and D0 are the In fluxes [nm−2 s−1] and
diffusion coefficient for In migration from the substrate to
areaaround the island,while I1 andD1 describe Indiffusion
from the substrate into the island through the interface
beneath the QD. The diffusion process is driven by the
elastic stress field [45, 46], which depends on the position
around the island and the shape of the QD itself.

The relevant boundary conditions are given by

𝜃(x = B∕2) = 𝜃min, 𝜃(x = B∕2+ 𝜆) = 𝜃max (2)

for B∕2 ≤ x ≤ B∕2+ 𝜆 and(
d𝜃
dx

)
x=0

= 0, 𝜃(x = B∕2) = 𝜃min (3)

for0 ≤ x ≤ B∕2.Here,B is aQDbasediameter alongagiven
direction and 𝜆 is the effective diffusion length of In atoms
in this direction. The height profile of the surface around a
QD is then obtained as H − Hmax = −IkΩt(𝜃max − 𝜃), with
Hmax as the height outside the pit (the zero level) and t as
the annealing time. According to Eq. (2), the profile depth
is maximum at the island boundary and zero outside the
pit. According to Eq. (3), the height of the surface layer
in the growth direction reaches its maximum at x = 0 by
symmetry. Our measurements show that this maximum is
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very close to the surface height outside the pit, meaning
that the etching does not occur under the QD, e.g., in the
center of the pit. Solutions for the pit cross-sections along
the [110] and [110] directions are given by

H − Hmax = −I0ΩΔ𝜃t
[
1− x − B∕2

𝜆

− (B+ 𝜆)(x − B∕2)+ B2∕4− x2
r20

]
(4)

for B∕2 ≤ x ≤ B∕2+ 𝜆 around the QD and

H − Hmax = −I1ΩΔ𝜃t
[
1− B2∕4− x2

r21

]
(5)

for 0 ≤ x ≤ B∕2 beneath the QD, with r2i = 2DihΔ𝜃∕(IiΩ)
(i = 0, 1), and Δ𝜃 = 𝜃max − 𝜃min. According to the mea-
surements, the height profiles of the pits around the QD
are linearwithin theAFMexperimental accuracy (the slope
d∕𝜆 is only 1–2%), corresponding to r0 →∞ in Eq. (4). This
should be due to a high diffusivity of In through 2D layer
relative to the diffusivity of In at the island–substrate inter-
face (D0 ≪ D1). The calculated profile in Figure S3 shows
the excellent fits to the measured cross-sections of the pits
around symmetric QD1 and asymmetric QD2, aswell as the
concave-shaped cross-sections of the QD base. The fits are
obtainedwith I0ΩΔ𝜃t = I1ΩΔ𝜃t= 1.9 nm,B= 43 nm, r1 =
21.5nm,𝜆= 132.5nmin the [110]directionand213nmin the
[110] direction for symmetric QD1. For asymmetric QD2, we
use the same 𝜆, I0ΩΔ𝜃t = I1ΩΔ𝜃t= 2.0 nm, B= 41.12 nm,
r1 = 20.58 nm in the [110] direction, and I0ΩΔ𝜃t = I1ΩΔ𝜃t
= 2.6 nm, B= 44.88 nm, r1 = 22.4 nm in the [110] direction.
In all cases, the values of r1 are very close to B∕2, which
explains an absence of etching in the center of the pit.
The fitting values of I0ΩΔ𝜃t and I1ΩΔ𝜃t appear identical,
showing that the supply of In from the substrate to the QD
volume is the same around and underneath the QDs, while
different shapes of the cross sections are due to different
diffusion coefficients of In atoms. The effective diffusion
length of In atoms is larger along the [110] direction thus
the etching process occurs at different rates along different
crystallographic directions and results in the elongated pit
profiles. Overall, the fact that QDs become almost symmet-
ric after annealing should be due to a more homogeneous
soliddiffusionof Inatomscompared to its surfacediffusion
leading to elongated shapes of the initial islands.

2.4 Electronic and optical properties of QDs

2.4.1 Optical properties of the QD ensemble

OpticalpropertiesofanensembleofburiedQDswere inves-
tigated by low-temperature (T = 12 K) PL, time-resolved PL

and polarization dependence of QD PL response, and the
results are summarized in Figure 4. The optical response
of the QD ensemble reflects the statistical properties of the
investigated QDs. The PL spectrum of the sample is shown
in Figure 4a. The emission is centered at ∼ 0.85 eV, show-
ing spectral broadening mainly related to the QD size and
chemical composition distribution.

To link the optical and morphological investigations
of the QDs, we calculate the electron and hole eigensta-
tes within the multiband envelope-function k ⋅ p theory,
based on the QD geometry presented in Figure 3a, and
then include Coulomb and anisotropic electron–hole
exchange interactions within the configuration–interact-
ion approach. Details of the numerical calculations and
the parameters used are given in the Methods section. We
probearangeofparameterswithin theuncertaintywindow
provided by the morphological studies of buried annealed
QDs. The exciton ground-state energy for a series of calcu-
lations for QDswith As composition x in the range 72–88%
andheightH variedbetween3.6and6.0nm, isplottedwith
symbols in Figure 4a for comparisonwith the PL spectrum.
The position of the PL peak fits to an exciton transition cal-
culated for an InAsxP1−x QD with x ∼ 80% and H ∼ 5 nm,
thus confirming a good agreement between the QD model
constructed from the STEM and EDX measurements and
the optical response.

The degree of linear polarization (DOLP) for the
ensemble emission, presented in Figure 4b, is experimen-
tally estimated to be on the low level of ∼ 3.5% (see
Methods for the definition of DOLP). Such a low value
can be linked to a very small in-plane asymmetry of the
confining potential. This parameter is influenced by strain
fields, local atomic disorder, the electric field, and more
importantly, the QD shape [47]. High in-plane symmetry
of QDs revealed from the morphological investigation is
expected to provide a highly symmetric QD potential and,

a b c

Figure 4: Optical properties of the QD ensemble emission.
(a) PL spectrum (left axis) with the calculated X emission energy as a
function of QD height and As content (right axis). (b) Integrated PL
intensity of QD ensemble as a function of the polarization angle. (c)
Time-resolved photoluminescence for the peak of the QD ensemble.
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consequently, lead to vanishing FSS for confined exciton
and biexciton states. This satisfies the general requirement
for a source of polarization-entangled photon pairs.

We also carried out time-resolved PL measurements
of QD ensemble to estimate the recombination time at the
PL peak energy. The obtained PL trace shows a mono-
exponential decay characterized by a time constant 𝜏PL =
(0.75± 0.01) ns (Figure 4c). In the case of QD confining
potential asymmetry, two PL decay components in the PL
trace should be observed due to two different oscillator
strengths for the doublet of fundamental exciton transi-
tions [47]. This in turn would result in a significant DOLP.
Thus, the results of optical investigations of the QD ensem-
ble are in line with the expected relatively small FSS in the
investigated QDs.

2.4.2 Single QD emission properties

In this section, we present a detailed investigation of the
optical properties of individual QDs. To spatially isolate
individual QDs, the structure was processed into large
mesas 2–3 μm in size (for details see Methods). The μPL
spectra for the buried annealed QDs are presented in
Figure 5a, comprising a handful of well-isolated emission
lines, indicating the presence of only a few QDs within the
excitation spot.

A zoomed-in plot of the group of μPL lines at ∼0.83
eV is presented in Figure 5b. The excitonic complexes
are identified by measuring the excitation power (P)

dependence of the line intensity (I). While for the μPL
line at ∼0.8324 eV we have IX ∼ P1.01, for the line at
∼0.8303eV the intensity changesquadraticallywithpower(
IXX ∼ P1.95

)
. These dependencies, displayed in Figure 5c,

allowed for a tentative assignment of the lines as exciton
(X) and biexciton (XX) transitions in the same QD. The
μPL spectrum also contains another line at∼0.8334 eV, for
which ICX ∼ P1.27. Therefore, the line is tentatively identi-
fied as a charged exciton transition (CX) [48, 49], without
clear assignment to a particular QD.

We carry out theoretical calculations of a QD hav-
ing the ground state near the observed X transition. The
geometry of simulated QDs is based on our morphological
investigations (see Figure 3) withH = 4.8 nm and x= 80%,
while for the in-planesizewecalculatebothan ideally sym-
metric (labeled QD1) and a slightly asymmetric dot (QD2),
which includes minor deviations from the perfect symme-
try: slight elongation and a difference in the concave QD
base arcs in the [110] and [110] directions. All the relevant
computed parameters are summarized in Table 1. The only
parameter with a noticeable, yet still insignificant, differ-
ence between the ideally symmetric QD1 and the realistic
QD2 is the electron single-particle excitation energy. Thus,
we can consider that the slight asymmetry present in the
investigated QDs should have very small effects on optical
properties.

The calculated binding energies for the biexciton,
the positively-charged exciton (X+), and the negatively-
charged exciton (X−) are negative with magnitudes of

a cb
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Figure 5: Single QD emission.
(a) Exemplary high-resolution low-temper-
ature (T = 4.2 K) μPL spectra measured in
three different mesas containing QDs. (b)
μPL spectrum of an individual QDwith identi-
fied excitonic complexes (exciton, X, positive
trion, X+, and biexciton, XX), as well as a
trion line from a neighboring QD (CX). The
corresponding calculated binding energies
for trion and biexciton are written and shown
with green arrows (see QD2 in Table 1). (c)
Integrated μPL intensity for XX and X lines
with fit lines. (d) Polarization-resolved μPL
for the lines shown in panel (b). (e) Time-
resolved photoluminescence for the X line.
(f) Temperature dependence of the X line μPL
intensity with the Arrhenius fit line.
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Table 1: Results of calculation for the idealized (QD1) and realistic (QD2) models of a QD: first excited level splitting for the electron and the
hole, light-hole admixture, X ground state energy, DOLP, X lifetime, carrier-complex binding energies with respect to X energy.

e2 − e1 (meV) h2 − h1 (meV) lh admixture (%) EX (meV) DOLP (%) 𝝉X (ns) 𝚫X− (meV) 𝚫X+ (meV) 𝚫XX (meV)

QD1 10.18 7.64 0.056 823.82 0.32 0.87 3.01 1.64 2.78
QD2 7.60 7.77 0.06 818.75 1.42 0.84 2.99 1.43 2.63

ΔXX = 2.63 meV, ΔX+ = 1.43 meV, and ΔX− = 2.9 meV,
respectively (see Figure S4 for the binding energies for
all calculated QD2 geometries). The calculated ΔXX value
fits very well to the experimentally obtained XX binding
energy, whereas another line in the QD spectrum fits to the
X+ binding energy. For comparison, the calculated binding
energies are shown in Figure 5b with green arrows. There-
fore, the respective exciton complexes presumably belong
to the same QD. However, the CX line at emission energy
above X is attributed to a different QD as the existence
of a negative trion with a positive binding energy may be
excluded based on the theoretical calculations.

The results of polarization-resolved μPL investigation
are presented in Figure 5d. Since the identified X+ and
CX lines come from recombination of spin-singlet states,
one can expect zero FSS, and hence no doublet in the
linear polarization-resolved spectrum.However, suchdou-
blets are present for the X and XX emission lines. The
extracted exciton FSS is∼ (50± 5) μeV, which is compara-
ble to the average values in symmetric GaAs-based QDs
[36]. However, it is much higher than expected for the
studied DE QDs as suggested by the ensemble emission
properties described above.Moreover, theminor deviation
from rotational symmetry found in the QD morphology,
according to the calculation summarized in Table 1, could
not explain the appearance of considerable FSS, since
it results in negligible light-hole admixture to the hole
ground state (see Table 1). Such admixture is typically
the main source of FSS in QDs [50]. Additionally, time-
resolved μPL investigations of the exciton line, shown in
Figure 5e, reveal 𝜏 = (3.16± 0.04) ns. This is in stark con-
trast to the ensemble measurements, (0.75± 0.01) ns, and
to the theoretically predicted value of 0.84 ns, which indi-
cates the presence of other factors involved in carrier states
and dynamics in the processed sample. Themeasured FSS
and increased QD lifetime can be attributed to, e.g., the
presence of crystal point defects and/or electric charges
in the vicinity of QDs as a consequence of the dry etching
process formesa fabrication. Such a nearby electric charge
acts as a source of an electric field that partially separates
the electron and the hole in a QD leading to slower recom-
bination, an effect observed also in other systems [51]. The

increase in exciton lifetime in etched mesas is universal.
However, its extent is random without any noticeable cor-
relation with other QD properties, which is in line with
irregular charge locations. This effective degradation of
the initial in-plane rotational symmetry of the QD confin-
ing potential (exhibited in FSS and recombination time)
requires further investigation.

The temperature-dependentμPL intensity of theX line
is used to evaluate the prospect of single-photon applica-
tions at elevated temperatures, which require just Stirling-
compatible cryocooler [52] (Figure 5d). Quenching of the
μPL intensity is observable at relatively high temperatures
as for pure InP barriers, starting from T = 50 K. This tem-
perature is prospective for applications of our QDs in the
quantumtechnology industryas it is easily achievablewith
a cryogenic-free Stirling cooler [52]. The activation energy,
EA, of (74± 13) meV (see Methods for the fitting formula),
is larger than typically observed for telecommunication-
relevant SK InAs/InP QDs [23] or InAs/InAlGaAs quantum
dashes [53], and proves a good carrier localization in the
QDs under investigation.

Finally, we investigate the single-photon emission
purity  by the autocorrelation spectroscopy of the
charged-exciton line in Figure 6a, having one of the largest
emission intensities. For that, we record the second-order
correlation function g(2)(𝜏), exploiting the off-resonant
continuous wave (cw) excitation scheme. The obtained
histogram C(𝜏) without normalization is presented in

a b

Figure 6: QD single-photon emission.
(a) The μPL spectrum for the CX line recorded on superconducting
nanowire single-photon detectors with (b) CX autocorrelation
histogram. Shaded area in (a) marks the monochromator band-pass.
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Figure 6b which we fit [54] (see Methods) and obtain the
g(2)(𝜏) function by normalizing C(𝜏) with the average level
A of coincidences per channel for |𝜏| ≫ 0. We obtain the
fitted value of g(2)(𝜏 = 0) = 0 and the standard error of
thefittingprocedure𝜎 = 0.10 (without backgroundcorrec-
tion or other data post-processing and with A = 40). The
raw data-estimated purity is = 1− C(0)∕A= 92.5%, and
with the moderate level of A, we use a conservative esti-
mation of the single-photon purity  = (92.5± 7.5)%. The
obtained high purity of the single-photon emission is com-
parable to theprevious reports forDEQDsofhigherdensity
emitting in the third telecom window [30] and indicates
the potential of the investigated QDs in quantum informa-
tion processing as single-photon emitters operating in this
spectral range.

3 Conclusions
We have synthesized InAs/InP QDs with low-surface den-
sity on (001)-oriented InP substrate by DE in the MOVPE
process. By implementing an additional annealing step
under AsH3 ambient after QD formation, we induced mod-
ifications to the QD shape, as well as local etching of pits
around the QD’s perimeter.

The morphology of resulting DE QDs was investigated
in detail by atomic force microscopy, scanning transmis-
sion electronmicroscopy and energydispersiveX-ray spec-
troscopy. The resulting DE QDswere found to have close to
symmetric in-plane profiles and concave bases. Based on
our morphological investigations, we proposed a kinetic
model describing the formation of the pits surrounding
QDs and the modification of the QD base shape.

The optical properties of a DE QDs ensemble
revealed low DOLP, supporting the observation of high
in-plane symmetry of the dots based on our structural
characterizations.

The electronic and optical properties of carrier com-
plexes confined in the QDs were calculated within the
eight-band k ⋅ p and configuration–interaction methods,
including the expected range of energies for the neutral
exciton andbinding energies for the biexciton and charged
exciton. The optical properties of individual QDs were
studied by high-spatially-resolution PL in mesa-processed
structures. The experimentally obtained binding energies
for the exciton and the biexciton were in a good agreement
with the theoretically calculated values. The close to sym-
metric shape of the QDs should result in near zero FSS.
However, the measurements revealed FSS ∼ (50± 5) μeV.
This, together with the increased carrier lifetime in mesa-
processed structures compared to the planar structure,

suggests that the defects introduced during the dry etching
process candistort theQDelectronic andoptical properties
from the average picture derived from the ensemble stud-
ies. Thus, further investigation and optimization of the
processing are required.

Finally, the QDs show excellent single-photon emis-
sion properties: the Hanbury-Brown and Twiss-type inter-
ferometric experiment on a charged exciton revealed high
purity of single-photon emission at ∼ 1500 nm of  =
(92.5± 7.5)%, showing that these dots are promising can-
didates for single-photon emitters at the third telecom
window.

4 Methods

4.1 Fabrication

The QDs were grown in the low-pressure MOVPE TurboDisc reactor
using arsine (AsH3), phosphine (PH3), tertiarybutylphosphine (TBP)
and trimethylindium (TMIn) precursors with H2 as a carrier gas. The
growth sequence beganwith a 0.5μm-thick InP buffer layer deposited
on an (001)-oriented InP substrate at 610 ◦C. Then, the temperature
was decreased to 360 ◦C and stabilized under TBP. The deposition of
indium droplets occurred under the TMIn flow rate of 13 μmol/min
with nominally 1.8 ML-thick indium layer. The indium droplets were
annealed for 60 s and the temperature was being raised to 550 ◦C dur-
ing 130 s under AsH3 with the flow rate of 52.2 μmol/min. Afterward,
the temperature andAsH3 flowwere kept constant for 180 s andfinally
the 30 nm-thick InP was deposited. We repeated the indium droplet
deposition and the annealing sequence for the surface QDs. For the
reference structure, without annealing, after the 60 s-long waiting
time, the temperature was raised to 475 ◦C during 70 s under AsH3
ambient followedby the immediate InP layer deposition and the same
sequence for the surface QD array finished the structure. Such struc-
turewas used for theQDensemble investigation (time-dependent and
polarization-resolved PL studies). For the μPL studies, the annealed
structure was additionally processed to fabricate large mesa struc-
tures (size of 2–3 μm) in electron cyclotron resonance-reactive ion
etching (RIE) in an Ar+/Cl− plasma.

4.2 Scanning transmission electron microscopy

Electron transparent lamellas of the cross-sections of the samples
were prepared by focused ion beam milling (FIB) using a Helios
Nanolab dual beam instrument. The FIB milling and polishing was
carried out using a Ga+ beam at 30 kV and with currents ranging
from 2 nA −20 pA. The samples were then further polished in an
Ar+ Nanomill instrument at 700 V in order to remove FIB induced
damage. High-angle annular dark-field STEM images of the samples
were acquired using an FEI Titan 80-300 instrument fitted with a
field emission gun and with an aberration-corrector on the probe
forming lenses, operated at 300 kV. The electron probe had a con-
vergence semi-angle of 18 mrad and the images were recorded on
an annular detector with an inner collection semi-angle of 50 mrad.
Geometric phase analysis was applied to the images to obtain lat-
tice displacement maps along the [001] direction using the freely
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available FRWRtools script [55]. The obtained changes in the lattice
spacing along the growth direction and the Poisson ratio of InAs
were then used to estimate the As content of the examined regions.
The uncertainty of the composition estimation is determined by the
measurement accuracy.

4.3 Optical experiments

During the optical experiments, the structures were held in a helium-
flow cryostat allowing for the sample’s temperature control in the
range of 4.2–300 K. For the μPL studies, the structures were excited
by a 640 nm line from a cw semiconductor laser diode through a
high-numerical-aperture (NA = 0.4) microscope objective with 20×
magnification. The same objective was used to collect the μPL sig-
nal and to direct it for the spectral analysis with a 1 m-focal-length
monochromator equipped with a liquid-nitrogen-cooled InGaAsmul-
tichannel array detector, providing spatial and spectral resolution of
∼ 2 μm and ∼ 25 μeV, respectively. For the QD ensemble investiga-
tions, we used an optical lens instead of the microscope objective to
probe a larger sample area of (150 × 150) μm2. Polarization proper-
ties of emitted light were analyzed by rotating the half-wave retarder
mounted before a fixed high-contrast-ratio (106: 1) linear polarizer
placed in front of the monochromator’s entrance. Autocorrelation
histograms and TRPL were measured in a similar setup. However,
the structure was excited by a 787 nm cw laser line for the correlation
spectroscopy, and by a train of∼ 50 ps-long pulses at the frequency of
80MHz,and thecentralphotonwavelengthof805nm. In this case, the
collected photons were dispersed by a 0.3 m-focal-length monochro-
mator equipped eitherwith the InGaAsmultichannel arraydetector or
NbN-based superconducting nanowire single-photon detectors with
∼ 90% efficiency in the 1.5–1.6 μm range and ∼ 200 dark counts per
second. A multichannel picosecond event timer analyzed the single
photon counts as the time-to-amplitude converter with the 256 ps
channel time bin width. The overall temporal resolution of the setup
is ∼ 80 ps.

The DOLP is defined as

DOLP = Imax − Imin
Imax + Imin

, (6)

where Imax (Imin) is themaximal (minimal)PL intensity. Thequenching
of the integrated μPL intensity was fitted with the standard formula
with a single activation processes related to excitation of carriers to
higher-energy states or their escape from a QD:

I(T) = I0∕ [1+ B exp (−EA∕kBT)] , (7)

where I0 is the μPL intensity for T → 0, EA is the activation energy,
and B is the quenching rate. The autocorrelation histogram is fitted
with the function of the form

C(𝜏) = A
[
1−

(
1− g(2)fit (0)

)
exp (−|𝜏|∕tr)

]
, (8)

where g(2)fit (0) is the single-photon emission purity, A in an average
coincidence level, and tr = 1∕(Γ +WP) is the antibunching time con-
stant with Γ being the electron–hole radiative recombination rate,
andWP – the effective pump rate.

4.4 Calculation of electronic and optical properties

The material composition profiles of simulated QDs, as presented in
Figure 3a, were discretized and represented on a numerical grid. The

strain field was calculated within the standard continuum elasticity
theory, such that it minimizes the total elastic energy of the system.
As the materials are noncentrosymmetric, the shear components of
the strain tensor lead to a nonuniform piezoelectric field [56], which
was calculated taking into account up to second-order terms in strain.
Next, electron and hole (time-reversed valence-band electron) eigen-
states were calculated using a numerical implementation [57] of the
eight-band envelope-function k ⋅ pmethod [58, 59] including the cal-
culated strain and piezoelectric fields as well as spin–orbit effects
(for the explicit form of the Hamiltonian and details of numerical
implementation, see Ref. [60]; for material parameters used for the
InAs/InP material system see Ref. [23] and references therein). Cal-
culated eigenstates have the form of discretized envelope functions
for each of the eight bands included in the model, which allows us
to determine, e.g., the light-hole admixture to the hole ground state.
For each of simulated QDs a 40 × 40 electron–hole single-particle
basis was computed and used to calculate the eigenstates of excitons,
charged excitons andbiexcitonswithin the configuration–interaction
method by exact diagonalization of the electron–hole Coulomb and
phenomenologicalanisotropicexchange interactionsexpanded in the
configuration basis. Using the light–matter coupling Hamiltonian in
the dipole approximation [61], optical transition dipole moments and
resultant radiative lifetime and degree of polarizationwere calculated
for each of the carrier-complex states.
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ABSTRACT: Whereas the Si photonic platform is highly attractive
for scalable optical quantum information processing, it lacks practical
solutions for efficient photon generation. Self-assembled semi-
conductor quantum dots (QDs) efficiently emit photons in the
telecom bands (1460−1625 nm) and allow for heterogeneous
integration with Si. In this work, we report on a novel, robust, and
industry-compatible approach for achieving single-photon emission
from InAs/InP QDs heterogeneously integrated with a Si substrate.
As a proof of concept, we demonstrate a simple vertical emitting
device, employing a metallic mirror beneath the QD emitter, and
experimentally obtained photon extraction efficiencies of ∼10%.
Nevertheless, the figures of merit of our structures are comparable
with values previously only achieved for QDs emitting at shorter
wavelength or by applying technically demanding fabrication processes. Our architecture and the simple fabrication procedure allows
for the demonstration of high-purity single-photon generation with a second-order correlation function at zero time delay, g(2)(τ = 0)
< 0.02, without any corrections at continuous wave excitation at the liquid helium temperature and preserved up to 50 K. For pulsed
excitation, we achieve the as-measured g(2)(0) down to 0.205 ± 0.020 (0.114 ± 0.020 with background coincidences subtracted).
KEYWORDS: semiconductor quantum dots, InAs/InP, heterogeneous integration, telecom spectral range, single-photon sources,
photon extraction efficiency

■ INTRODUCTION
Exploiting single photons as a resource is a powerful approach
for quantum information processing (QIP).1−4 Photons have
long coherences and efficiently propagate over macroscopic
distances, which enabled the demonstration of a computational
advantage with a quantum photonic processor,5 loophole-free
tests of Bell’s theorem,6,7 and long-distance quantum key
distribution.8,9 Scalability of optical QIP requires the
miniaturization, coupling, and integration of active and passive
photonic components into quantum photonic integrated
circuits (QPICs).10 The Si-based photonic platform is a
leading candidate for integration with transparency wave-
lengths greater than 1.1 μm and mature manufacturing
processes.4,11 QPICs supporting multidimensional entangle-
ment11 and quantum processors with hundreds of ele-
ments11,12 have been demonstrated. Si however does not
allow for efficient light generation. Spontaneous four-wave
mixing is the commonly employed approach for single-photon
generation on Si and realized with Si-on-insulator integra-
tion.11−13 This process is probabilistic with few-percent
efficiency,10 thus limiting scalability. Hybrid approaches
combining solid-state single-photon emitters (SPEs) with Si
have instead been investigated,14 but so far requiring

technically demanding fabrication. The reliable realization of
SPEs monolithically integrated with Si and allowing for the
deterministic emission of pure single photons remains
challenging.

Among different candidates,15,16 epitaxially grown self-
assembled semiconductor quantum dots (QDs)17 emitting in
the long-wavelength telecom bands (1460−1625 nm)18 are
suitable for integration with Si.11,19,20 The telecom wavelength
promises very low Si-waveguide propagation losses19 and
allows for interconnecting distant QIPCs using optical fiber
networks and for distributed quantum computing.21,22 Photon
emission in the telecom bands has been achieved with QDs
based on either InAs/GaAs23−27 or InAs/InP28−36 material
composition, and excellent quantum light sources with high
purity29 were demonstrated, fulfilling the requirements for
QIP.17,18,37
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The photon extraction efficiency η for as-grown QD-based
SPEs is typically <1%17 due to the large semiconductor−air
refractive index contrast, but can be increased by tailoring the
local optical environment.38−40 Common approaches for
increasing η include placing a QD in a monolithic cavity
defined by distributed Bragg reflectors (DBRs),33 in an optical
horn structure,28 or atop a single DBR reflector.24,25,31,41 DBR-
based approaches are scalable and η up to 13% was achieved in
a narrow spectral window,41 following demanding fabrication
in the InAs/InP material system due to the layers’ low
refractive index contrast. With the horn structure, η ≈ 11% at
1560 nm (numerical aperture NA = 0.55) was shown,28

requiring complex fabrication. These approaches however are
not suitable for the monolithic integration of QD-based SPEs
with Si.

In this work, we propose and demonstrate efficient single-
photon emission with η > 10% (NA = 0.4) and wavelength in
the telecom bands. Our photon sources are based on InAs
QDs epitaxially grown on InP and heterogeneously integrated
on a Si substrate via chemical bonding. We achieve triggered
single-photon emission with g(2)(0) < 0.02 up to 50 K. A
further increase of η is possible employing a higher NA
objective and tailoring the QD optical environment. Our
approach promises localizing individual QDs via optical
imaging42 and subsequent processing of photonic components
with deterministic spatial alignment. Moreover, our QD
integration method on the Si platform provides a broad
range of device architecture possibilities, in particular the in-
plane emission into planar waveguides as required for on-chip
integration.

■ RESULTS
Structure Design. The schematic design of our structures

together with calculated device performances are presented in
Figure 1. Self-assembled InAs QDs are placed in a weak planar
cavity system formed between a bottom metallic mirror and a
top InP/air interface, as illustrated in Figure 1a. We determine
the achievable photon extraction efficiency using numerical
simulations of the electromagnetic (EM) field (Figure 1a)

generated by the InAs QD modeled as a classical point dipole
with in-plane dipole orientation. The EM field distribution
(|Ex|) is presented in Figure 1b for a reference structure (as-
grown InAs/InP QDs) without (left panel) and with a metal
mirror (right panel). We observe that the effect of the mirror is
to suppress leakage of light into the substrate and instead
direct light in the vertical direction. While additional in-plane
guiding of light in the slab waveguide formed by the air−
semiconductor−metal interfaces is visible, the out-of-plane
field pattern is significantly enhanced compared to the
structure without a reflector. Furthermore, the enhancement
is observed in the far field emission pattern presented in Figure
1c, highlighting the role of the metallic mirror for the
directional emission. The black circle represents the collection
aperture of a typical, long-working-distance microscope
objective with a 0.4 NA used for light collection in the
experiment, and the extraction efficiency η is then defined as
the ratio of the power collected within the NA of the objective
(Plens,NA) to the total power emitted by the dipole. The
computed extraction efficiency is presented in Figure 1d as a
function of wavelength. We define the mirror enhancement
factor as the ratio between the extraction efficiency for the
planar structure with a mirror (ηmir) and the reference
structure (ηref). The presence of the metallic reflector leads
to a broadband enhancement of the extraction efficiency (left
axis), with the 9.2-fold increase at 1550 nm and η ≈ 7% and
nearly 16-fold increase at 1500 nm and η ≈ 11%. This expected
performance is competitive with state-of-the-art extraction
efficiencies28,41 for single-photon sources operating in the long-
wavelength telecom bands.

The device fabrication begins with the epitaxy of an InGaAs
sacrificial layer lattice-matched to a standard (001)-oriented
InP substrate, followed by the growth of an InP λ−cavity with
an array of low surface density (∼2.8 × 109 cm−2) InAs QDs
placed in the center for quantum confinement. In the next step,
the top InP surface is covered by 100 nm of SiO2 followed by a
100-nm-thick metallic reflector (Al in our case). Subsequently,
the chip is flipped and bonded to a Si substrate using
benzocyclobutene (BCB), and finally, the thick InP substrate,

Figure 1. Design of our structures and theoretically estimated performance. (a) Investigated structure scheme, consisting of InAs/InP quantum
dots (QDs) with a metallic reflector integrated on a Si substrate. WL, wetting layer. (b) The electric field component |Ex| for λ = 1550 nm for the
structure without (left) and with (right) a metallic reflector made of aluminum (Al). (c) Calculated far field emission (Plens,NA) for the reference
(left) and the device with an Al mirror (right). The half-circle marks the collection cone of a 0.4 NA objective. (d) Calculated broadband mirror
enhancement factor (left axis) and photon extraction efficiency for the QD device with a mirror (ηmir) and the reference structure without a mirror
(ηref) as a function of emitter wavelength.
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now on top, and the InGaAs sacrificial layer are removed. We
emphasize that this approach and the dimensions are suitable
for in-plane photon emission into a Si photonic circuit,
although not explicitly pursued in this work.

We applied a 2-fold experimental evaluation strategy to
verify the significant robustness of the structure design with
respect to the level of η and the related broadband
performance and to present bright SPEs heterogeneously
integrated on a Si substrate. In Figure 2a, we present typical
emission spectra obtained from a reference structure without a
metallic reflector and the planar structure containing the
metallic mirror, both recorded with the same high spatial
resolution photoluminescence setup (μPL) from a diffraction-
limited spot. The spectra consist of multiple sharp emission
lines distributed over a broad spectral range, originating from
QDs of mainly different sizes within the optical excitation spot
and various emission complexes including neutral exciton (X),
charged exciton (CX), and biexciton (XX) transitions. For the
structure containing the mirror and compared to the reference
structure, we observe a clear intensity enhancement of the
emission lines. The quantitative analysis of photon extraction
efficiency η from SPEs requires the isolation of single QDs and
identification of their respective spectral features. We therefore
proceeded with the processing of the mirror-containing planar
structure to fabricate cylindrical mesas with diameters of D1 =
2 μm and D2 = 3 μm, respectively, as schematically illustrated
in the inset of Figure 2b. The finite size of the mesas allows for
the spatial isolation of single QDs, a vital element in single-
photon source engineering, and leads to modifications of the
calculated EM field pattern and extraction efficiencies. In
Figures 2b−2d, we present the μPL spectra of three
representative and isolated QD emitters, which in the following
we refer to as QD A, B, and C, with their emission spectrum
located in the telecom L-, C-, and S-band, respectively. The
indicated excitonic complexes (X, CX, XX) are identified based
on a series of excitation power-dependent and polarization-
resolved μPL measurements and confirmed by the cross-
correlation of the XX−X and CX−X complexes.
Brightness of SPEs. We employ two approaches to

compare the calculated with the experimentally obtained
photon extraction efficiency η. In the first approach, we
consider the broadband enhancement of the photon extraction
for planar structures due to the mirror. The approach is based
on the statistical analysis of correlated and uncorrelated
emission processes, from where we derive a rough estimate of
η. We thus compare the intensity of nearly 50 spectral lines
recorded from the mirror-containing and the reference
structure, respectively, and the results are plotted in Figure
3a. The spectrally averaged enhancement factor of 7.4−1.3

+1.6 is

obtained by comparing the median values for the distributions
of emission intensity, which can be converted to a mean
photon extraction efficiency η ≈ 6% for the device containing
the metallic mirror. The 95% confidence levels for the
enhancement factor are calculated according to ref 43. In the
second approach, we adopt the method described by M.
Gschrey et al.44 and directly measure η for individual QDs in
mesa-processed structures. The results for η from in total six
QDs (including QDs A−C) are presented in Figure 3b

Figure 2. Excitonic complexes in InAs/InP QDs. (a) Representative high spatially resolved photoluminescence (μPL) spectra recorded for the
reference structure without a mirror (top panel) and the structure with a mirror (bottom panel) with identical pulsed laser excitation at T = 4.2 K.
(b−d) μPL spectra of the investigated InAs/InP QDs (labeled A, B, and C) with identified excitonic emission complexes: neutral exciton (X),
biexciton (XX), and charged exciton (CX). Inset in (b): mesa structure.

Figure 3. Photon extraction efficiency for the investigated structures.
(a) Left panel: comparison of the μPL intensity of ∼50 of the
brightest emission lines (points) for the planar mirror-containing
(blue diamonds) and the reference (black circles) structures,
respectively. The solid blue line is the expected μPL intensity for
the mirror-containing structure obtained by multiplying the median
μPL intensity of the reference structure (solid black line) by the
mirror enhancement factor (cf. red line in Figure 1d). Right panel:
statistical analysis of measured intensities. Boxes illustrate one
standard deviation; the line inside the box is the median value of
each distribution shown as points. (b) Photon extraction efficiency η
for the mesa-processed structure with a metallic mirror. Green
diamonds show recorded η values for mesas with D1 = 2 μm including
QDs A−C. The result shown as an orange square is obtained for an
emitter in a mesa with D2 = 3 μm. The solid lines represent calculated
η values obtained with the modal method for mesas with D1 = 2 μm
(green) and D2 = 3 μm (orange). Solid blue and gray lines show the
calculated η for a planar structure with a mirror and a reference
structure without a mirror, respectively.
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together with the numerically calculated values. For these mesa
structures, we experimentally determine photon extraction
efficiencies η above 4.4% and as high as ηB = 9.1% and ηC =
9.5% for QDs B and C, respectively. Those values demonstrate
a 1 order of magnitude improvement compared to the
efficiency of 0.7−0.8% estimated for the reference structure
without the metallic mirror. Importantly, we obtain good
agreement between the experimentally determined extraction
efficiency and the theoretical prediction, for both the
broadband approach (Figure 3a) and the individually
investigated six QDs in mesas (Figure 3b). We attribute the
small deviations between simulation and experimental values
to possible nonradiative recombination channels in the QD
vicinity, changes in the mesa geometry due to fabrication
imperfections, and nondeterministic positioning of the QD
within the mesa. These effects generally result in a lower
recorded photon flux compared to the theoretical prediction,
as well as in a limited probability of finding a mesa
characterized by the η value as high as presented in Figure
3b in our sample. Additionally, we note that a ∼200 nm
displacement of a QD from the mesa center results in an
increase in the extraction efficiency as compared to a QD
placed in the center. Such a displacement may explain the high
η value obtained for QD B.
Evaluation of the Photon Purity. The order of

magnitude improvement in photon extraction efficiency from
InAs/InP QDs renders our structures an attractive source of
single photons heterogeneously integrated with the Si
platform. We evaluate in the following the quality of single-
photon emission from the QDs in mesa structures by
investigating the purity of single photons emitted from QDs
A−C. For that purpose, we recorded the second-order
correlation function g(2)(τ) exploiting off-resonant continuous
wave (cw) and pulsed excitation schemes, and the obtained
histograms without normalization are presented in Figure 4.
For pulsed excitation (Figure 4a), we observe that the
coincidences τ ≈ 0 are strongly suppressed compared to the
coincidence peaks at multiples of the inverse laser repetition
rate (τ0 = 25 ns). Furthermore, we record a significant dip in
the histogram counts at short time delays |τ| < 5 ns (insets to
Figure 4a). This feature indicates the capture of more than one
carrier by the QD and cascaded photon emission within a
single excitation, effectively resulting in multiphoton events45

within |τ| < 5 ns. We explain this observation with the off-
resonant excitation scheme applied in our experiment, where a
substantial amount of carriers are excited and trapped in the
wetting layer or in other charge trap states.45−47 After release,
those carriers are captured by the QD within the characteristic
capture time τcap and produce secondary photons48 via exciton
recombination with the time constant τdec.

We fit the correlation histograms obtained with pulsed laser
excitation with the function29,49

= + [ | | | | ]

+ | |

C B A

H n

( ) exp( / ) exp( / )

exp( / )
n

dec cap

0
0 dec

(1)

where B is the level of background coincidences, A is a scaling
parameter related to secondary photon emission, n ≠ 0 is the
peak number, and H is the average height of the peaks at τn =
nτ0. The second-order correlation function g(2)(τ) is then
obtained by normalizing C(τ) with H. Evaluating g(2)(τ) at τ =
0, we obtain g(2)(0) values of 0.023 ± 0.010, 0.087 ± 0.017,

and 0.018 ± 0.012 for QDs A−C, respectively. This estimation
ignores coincidences produced by secondary photon emission
events, which may be avoided asymptotically employing an on-
resonance excitation scheme. Comparing the integrated peak
area of g(2)(τ = 0) with the average peak area at τn, as it is
relevant for applications of our single-photon sources in QIP,
yields values for g(2)(0)area of 0.371 ± 0.020, 0.433 ± 0.018,
and 0.205 ± 0.020 for QDs A−C, respectively (see the SI).
Detector dark counts and uncorrelated photons also contribute
to the registered histograms, where they cause a buildup of a
time-independent level of coincidences B. We estimate this
influence using eq 1 and calculate the g(2)(0)area,cor values that
can be associated with coincidences caused only by the QD
signal. By doing so, we obtain values of g(2)(0)area,cor = 0.276 ±
0.002, 0.209 ± 0.018, and 0.114 ± 0.020 for QDs A−C. The
emission purity recorded in the pulsed regime is mainly limited
by the capture of secondary carriers and subsequent photon
emission. We note that the data are well described by our
model and do not consider the capture of secondary carriers at
τn. Furthermore, with the modeling routine we determine τdec
in the range 1.9−2.8 ns, which is in accordance with the CX
decay time measured in time-resolved μPL (see the SI).
Importantly, the obtained single-photon purity of the
investigated structures is very robust for a wide range of
temperatures and excitation powers. In Figure 4b,c we present

Figure 4. Autocorrelation histograms for CX lines. (a) Triggered
single-photon emission for investigated QDs: C (top), B (center), A
(bottom). Insets: Close-ups of the histograms showing coincidences
around zero delay. (b, c) Single-photon emission under cw excitation
for the CX in QD B, recorded (b) under the laser excitation power
corresponding to the saturation of the CX μPL intensity (inset: zoom
around τ = 0), and (c) at T = 50 K. Red lines are fits to the
experimental data. Gray area in (a) shows the level of background
coincidences B obtained by the fit with eq 1.
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correlation histograms recorded in cw excitation mode from
the CX line of QD B at sample temperatures of 4 and 50 K,
respectively, while optically pumping at the saturation power
Psat (see the SI for correlation histograms taken at T = 30 and
80 K, at 0.3 × Psat and 0.7 × Psat, and for the summary of the
obtained g(2)(0) values). We fitted the normalized histograms
recorded in cw mode with a standard single-exponential
function50 (see the SI) to extract the single-photon emission
purity from the measurements. The raw data estimated
g(2)(0)raw value from the histogram recorded at Psat and at T
= 4.2 K is g(2)(0)raw = 0.027−0.027

+0.011 (see the SI) limited by the
finite time resolution of our setup. The best fit to our data thus
suggests even higher values of photon purity with g(2)(0)fit = 0,
with a standard error σ = 0.038, and without background
correction. Such high purity of the single-photon flux in the
high-excitation power regime (P ≥ Psat) has previously been
observed only for InAs/GaAs QDs emitting at λ = (910−920
nm).38,44 In contrast to these sources, the structure
investigated here demonstrates high brightness and close-to-
ideal single-photon purity while emitting in the telecom C-
band. At 50 K sample temperature, which easily can be reached
with a cryogen-free Stirling cooler,27 a significant feature at τ =
0 is visible in the histogram, quantifying the robustness of this
source of single photons. Although the emission line visibility
is reduced at this temperature (see the SI for the analysis of
temperature-dependent μPL of QD B), we obtain a high purity
of single-photon emission with the fitted value of g(2)(0)fit,50 K
= 0.017 (σ = 0.096, without background correction; see also
the SI for the histogram recorded at T = 80 K with g(2)(0) <
0.5).

■ CONCLUSIONS
The demonstrated design of the structure with InAs/InP QDs
on a metallic mirror integrated on a Si substrate paves the way
toward a simplified, small-footprint, cost-effective, and scalable
manufacturing process of triggered single-photon emitters
operating in the telecom S-, C-, and L-bands, suitable for Si-
based on-chip photonic quantum information processing. The
spectral range of the InAs/InP single-photon emitters
investigated here eliminates the necessity for frequency
conversion to the telecom bands, potentially allowing for the
implementation of distributed schemes for information
processing and computation using low-loss fiber-based optical
networks. Combining the robust design of our structures and
the manufacturing process compatible with the existing
industry standards establishes single-photon sources with
high photon extraction efficiency in the broader telecom
spectral range, with performance properties comparable to the
DBR-based solutions but with significantly reduced fabrication-
related technological demands.

The presented robust architecture, offering spectrally broad
high photon extraction efficiency, is beneficial for further
processing steps tailoring the photonic environment of a
deterministically localized emitter. The high emitter brightness
allows for its fast spatial positioning utilizing the emission
imaging method successfully employed for short-wavelength
(<1000 nm) QDs.42 However, at telecom wavelengths, the
imaging relies on 2D state-of-the-art InGaAs-based matrices
with yet poor efficiencies and high noise levels compared to Si-
based arrays desired for shorter wavelengths. Therefore, the
simplified architecture of a QD on a metal mirror can open the
route toward fabrication of fully deterministic, scalable QPICs
at telecom wavelengths.
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Scalable quantum photonic devices emitting indistinguishable photons in
the telecom C-band
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Epitaxial semiconductor quantum dots (QDs) are a promising resource for quantum light generation and the realization
of non-linear quantum photonic elements operating at the single-photon level. Their random spatial distribution resulting
from their self-organized nature, however, restrains the fabrication yield of quantum devices with the desired functionality.
As a solution, the QDs can be imaged and localized, enabling a deterministic device fabrication. Due to the significant
electronic noise of camera sensors operating in the telecommunication C-band, 1530-1560nm, this technique remained
challenging. In this work, we report on the imaging of QDs epitaxially grown on InP with emission wavelengths in the
telecom C-band demonstrating a localization accuracy of 80nm. This is enabled by the hybrid integration of QDs in a
planar sample geometry with a bottom metallic reflector to enhance the out-of-plane emission. To exemplify our approach,
we successfully fabricate circular Bragg grating cavities around single pre-selected QDs with an overall cavity placement
uncertainty of 90nm. QD-cavity coupling is demonstrated by a Purcell enhancement up to ∼ 5 with an estimated photon
extraction efficiency of (16.6±2.7)% into a numerical aperture of 0.4. We demonstrate triggered single-photon emission
with g(2)(0) = (3.2±0.6)×10−3 and record-high photon indistinguishability associated with two-photon interference
visibilities of V = (19.3±2.6)% and VPS = 99.8+0.2

−2.6% without and with temporal postselection, respectively. While the
performance of our devices readily enables proof-of-principle experiments in quantum information, further improvements
in the yield and coherence may enable the realization of non-linear devices at the single photon level and advanced
quantum networks at the telecom wavelength.

Keywords: semiconductor quantum dots, circular Bragg gratings, InAs/InP, deterministic fabrication, telecom spectral
range, single-photon sources;

INTRODUCTION

A quantum network1 based on remote nodes interconnected
via fiber-optical links and capable of transferring quantum in-
formation using flying qubits will provide the backbone for the
implementation of protocols for secure communication2,3 and
distributed quantum computing4. Notably, the network can
rely on the existing silica-fiber-based infrastructure, utilizing a
low-loss channel for the transmission of photons with a wave-
length in the telecom C-band around 1550nm5. These quantum
network architectures can benefit from existing components
and classical signal management protocols, hence making it
feasible to transfer quantum information over large distances5.

In recent years, the technology for the epitaxial growth of
self-assembled quantum dots (QDs) has rapidly advanced,
resulting in the demonstration of QD-based single-photon
sources (SPSs) with outstanding characteristics. These include

a)Electronic mail: pawel.holewa@pwr.edu.pl
b)Electronic mail: marcin.syperek@pwr.edu.pl
c)Electronic mail: esem@fotonik.dtu.dk

high photon extraction efficiencies (∼ 79%)6, high single pho-
ton generation rates (∼ 1GHz)7, and near unity photon indis-
tinguishability (> 96%)7,8, however, all achieved outside the
telecom-relevant C-band. Besides the extraordinary material
quality, these characteristics are achieved owing to efficient
light-matter coupling between a QD and a suitable photonic
element. For efficient coupling, spectral and spatial matching
is required between the quantum emitter and the engineered
photonic mode, which is challenging due to the spatial and
spectral distribution of epitaxial QDs. Until now, the QD cou-
pling to photonic cavities operating around 1550nm has only
been realized using non-deterministic fabrication processes,
limiting device yield and scalability9.

In this article, we report on the scalable fabrication of
nanophotonic elements around pre-selected individual QDs
emitting single and indistinguishable photons in the telecom
C-band. For this purpose, we developed a near-infrared (NIR)
imaging technique for self-assembled InAs/InP QDs utilizing a
hybrid sample geometry with enhanced out-of-plane emission
from single QDs10 and a thermo-electrically cooled InGaAs
camera in a wide-field imaging configuration. In combination
with two electron-beam lithography (EBL) steps, our method
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enables an overall positioning accuracy of 90nm of the QD
with respect to the photonic element and allows for rapid data
collection as compared to competing techniques based on scan-
ning in-situ imaging11.

We applied our technique for the deterministic integration
of pre-selected QDs into circular Bragg grating (CBG) cavi-
ties. The proposed technological workflow allows us to greatly
enhance the device fabrication yield reaching ∼ 30%, which
is a significant improvement compared to < 1% that would
typically be achieved with a random placement approach. The
QD-CBG coupling is evidenced by a Purcell factor ∼ 5, and
our devices demonstrate a state-of-the-art photon extraction ef-
ficiency of η = (16.6±2.7)% into the first lens with a numeri-
cal aperture (NA) of 0.4, a high single-photon purity associated
with g(2)(0) = (3.2±0.6)×10−3, and a record-high photon-
indistinguishability of V = (19.3±2.6)% for QD-based SPSs
at C-band wavelengths.

RESULTS

Design of a QD structure for wide-field imaging

Imaging at extremely low light levels at wavelengths >1µm
is challenging due to the high level of electronic noise of re-
spective camera systems. Although cameras based on InGaAs
achieve quantum efficiencies > 80%, they are characterized by
a factor of > 104 higher dark currents compared to Si-based
devices. The photon emission rate from the sample is therefore
of key importance for the ability to image and localize single
QDs. Following our previous work10, we have designed a
planar sample geometry that significantly enhances the photon
extraction efficiency, allowing to localize single QDs and the
subsequent fabrication of photonic elements.

The planar QD structure consists of an epitaxially grown
312nm-thick InP slab containing a single layer of InAs QDs.
The InP slab is atop a 359nm-thick SiO2 layer with a bottom
Al mirror bonded to a Si wafer carrier (Fig. 1a, see Methods)10.
Overall, this geometry enhances the QD emission in the out-
of-plane direction by a factor > 7 as compared to bulk InP
samples, reaching a total photon extraction efficiency of > 10%
from a single QD for NA= 0.4. For QD localization later in the
experiment, we structure the top InP layer in a mesh with fields
of size (50× 50) µm2 separated by 10µm-wide ridges (see
Methods), where the field edges are used as alignment marks
(AMs) for imaging. The fields are furthermore organized in
blocks accompanied by InP crosses that allow us to align the
electron beam to specific target QDs during the EBL process
(see Supplemental Material for the optical microscope image
of the sample surface with fabricated cavities).

For the self-assembled Stranski-Krastanov QD epitaxy, we
employed the near-critical growth regime in metalorganic
vapor-phase epitaxy (MOVPE)12 (see Supplemental Mate-
rial) and obtained a QD surface density of 3.1×108/cm2 cor-
responding to an average QD separation of 1.5µm. Since QDs
exhibit a size, shape, and strain distribution, only a fraction
of the QDs have their ground-state optical transition in the
C-band. With a (1550±8)nm bandpass filter, we find on av-

erage NF = 10 QDs per field, which translates to an effective
QD density of 4×105/cm2 and an average QD separation of
∼ 16µm.

Design of circular Bragg grating cavities

The CBG geometry is optimized using the modal method
(see Supplemental Material) to enhance the cavity figures of
merit at 1550nm, namely the collection efficiency at the first
lens and the Purcell factor (FP). As opposed to other implemen-
tations9, we consider a simplified CBG geometry consisting
of a central mesa and only four external rings. According
to our calculations, this number is sufficient for high η and
FP, providing a smaller footprint and less complexity in the
fabrication process. The in-plane cavity dimensions include
the central mesa radius of R0 = 648nm, the grating period
of 747nm, and the separation between InP rings (air gap) of
346nm. For these geometrical parameters, Fig. 1b shows the
calculated broadband η that amounts to nearly 62% and 82%
at 1550nm for a NA of 0.4 and 0.65, respectively, which is
similar to other state-of-the-art CBG designs13–15. The wave-
length dependence of the Purcell factor, presented in Fig. 1b,
mimics the CBG cavity mode centered at 1550nm and reaches
a maximum value FP = 18.1 with a quality factor of 110. The
influence of the cavity geometry on the dispersion of η and
FP suggests that the cavity grating together with the Al mirror
creates a photonic bandgap that governs the η-dependence and
enhances the emission directionality, while the InP membrane
thickness and central mesa diameter crucially affect the center
wavelength of the FP-dependence. A scanning electron mi-
croscopy (SEM) image of a fabricated CBG cavity is shown in
Fig. 1c.

Optical imaging and QD localization

The NIR imaging setup utilizes a wide-field bright micro-
scope configuration as shown in Fig. 2a. The structure with
QDs above the Al reflector is mounted in an optical cryostat
at T = 4.2K movable by a x-y-z stage for targeting fabricated
fields that are imaged consecutively. For sample illumination,
we use a 660nm continuous-wave semiconductor laser diode,
spatially shaped with a beam expander, and focused on the
backside of a commercially-available microscope objective
(NA = 0.65) with 50× magnification, 57% transmission in
the NIR, and 10mm working distance. This configuration
provides nearly homogeneous surface illumination across a
(50×50) µm2 field and high photon collection efficiency. The
spatially-distributed QD microphotoluminescence (µPL) and
scattered light from the field edges (here used as AMs) are
collected by the same objective and pass through a cold mirror
cutting off the laser light. Finally, the emission is projected
onto a thermo-electrically cooled InGaAs-based camera with
a (12.8×10.24) mm2 chip and a pixel size of (20×20) µm2.
With the 4× magnification lens in front of the camera, the
setup has a 200× magnification, enabling the optimal filling
of the entire camera chip with a single field (Fig. 2b). The
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FIG. 1. Structure with QDs for imaging and optimized CBGs. a, The layer stack for efficient localization of single InAs/InP QDs emitting at
C-band, b, calculated CBG Purcell factor (dark red line, right axis) and photon extraction efficiency (blue points, left axis). Inset: far-field
emission pattern with rings marking NA = 0.4 and NA = 0.65. c, SEM image of a CBG cavity etched in InP on top of SiO2.
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FIG. 2. µPL imaging of the QDs. a, The optical setup used for imaging, b, a µPL map of a (50×50) µm2 InP field containing seven localized
InAs QDs emitting at C-band, c, SEM image of CBGs fabricated atop the localized and preselected QDs, d, histograms of QD localization
accuracy (top) and overall cavity placement accuracy (bottom) for all detected spots, with markers for 10th distribution percentiles, e, exemplary
µPL map cross-sections showing the signal of the QD labeled with the orange circle in b and alignment marks together with Gaussian fits used
for the QD localization, f, close-up of the QD signal from e, centered to 0µm. The FWHM of the fitted Gaussian profiles is ∼1.6µm and the
signal-to-noise ratio (SNR) is 12.

1550nm band-pass filter with 8nm full-width half-maximum
(FWHM) placed in front of the imaging lens selects QDs with
emission in the C-band.

Figure 2b shows a representative image of a field recorded
with a camera integration time of 2.5s. The QDs can clearly
be recognized as individual bright spots with FWHM≈ 1.6µm
(see Fig. 2f and Supplemental Material) and Airy rings

around. The square-shaped outline of the field scatters light
and is used as AM for QD localization.

The localization of QDs is performed by taking vertical and
horizontal cross-sections both crossing at a QD emission spot
in the µPL intensity map. Each cross-section thus contains
the position of the target QD relative to two AMs (Fig. 2e).
Gaussian profiles fitted to the QD and the AM signals are sub-
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sequently used to determine the QD peak position relative to
the AMs. The average signal-to-noise ratio for QD emission
spots is 10.6, emphasizing the importance of the 7× emission
enhancement in the planar structure as compared to bulk InP.
We find that for the brightest 10% of all QDs with SNR> 15.5,
the position is fitted with an uncertainty of < 54nm in 1D and
with an uncertainty of the AM position of < 36nm, resulting in
a total uncertainty of QD position in 1D of < 62nm. In 2D, this
translates to 80nm accuracy for the QD localization. Finally,
taking into account the EBL alignment accuracy of 40nm as
measured in our previous work16, we estimate the overall ac-
curacy of 2D CBG placement to ∆R = 90nm. The histograms
of QD localization accuracy and overall cavity placement ac-
curacy for all detected spots are shown in Fig. 2d in the upper
and lower panel, respectively, and the 80nm and 90nm levels
are marked for reference. Medians for the distributions are
slightly larger, 127nm and 133nm, due to processing of all
detected spots, irrespective of their brightness and expected
cavity fabrication precision. Details on the localization algo-
rithm, derivation and discussion of the uncertainties, and data
on the accuracy of cavity positioning are given in the Supple-
mental Material. Following the localization of suitable QDs,
CBGs are fabricated using EBL with proximity error correc-
tion and an optimized inductively coupled plasma-reactive ion
etching (ICP-RIE) process (see Methods). The SEM image
presented in Fig. 2c is taken from the same field after fabricat-
ing the CBG cavities around pre-selected QDs indicated by the
circles in Fig. 2b.

Characteristics of the fabricated devices

Process yield

We use a µPL setup to quantify the process yield that we de-
fine as the ratio between the number of QD-CBG devices with
QD emission spectra matching the CBG mode and the number
of all CBGs investigated, and we obtain Y = 30%. This value
should be compared with the yield that would be obtained in
a statistical QD-CBG fabrication process. As we estimate the
average number of QDs per field of size F = 50µm to NF = 10,
the probability of covering one of them with the central mesa of
diameter 2R0 is Yrandom∼NF×(2R0/F)2 = 0.67%�Y . Some
of the QD (inside a CBG) emission spectra are significantly
broadened (median linewidth of 0.76nm, see Supplemental
Material) as compared to the narrowest recorded linewidth of
0.14nm (identical to the spectrometer resolution). We attribute
the broadening to the impact of surface states and point defects
caused by the cavity fabrication, effectively resulting in the
spectral wandering of the QD emission line17. Such defects
can as well introduce non-radiative recombination centers in
the close vicinity of or even into the QD, quench the optical
emission, and effectively reduce the process yield. Using the
temperature-dependent µPL studies, we make sure that even
the broadened emission lines follow the expected Varshni trend,
ensuring that these spectral lines can indeed be associated with
the QD emission as the temperature dependence of the cavity
mode energy is much weaker.

Purcell enhancement

In the following, we discuss the optical properties of two
exemplary devices, QD-CBG #1 and QD-CBG #2, each con-
taining a single pre-selected QD coupled to the CBG cavity
mode (see Supplemental Material for the properties of a third
device QD-CBG #3). Figure 3a shows the narrow QD emis-
sion lines overlaid on the cavity mode with Q = 194, the latter
obtained under high power cavity excitation, evidencing good
spectral overlap between the cavity mode and the QD emis-
sion. We interpret the dominant QD emission lines in both
devices as trions (CX), due to their linear intensity dependence
on excitation power, and the lack of fine-structure splitting.
This is in line with typical spectra for our InAs/InP QDs with
preferential CX recombination where the average CX binding
energy was measured to be 4.7meV10.

The coupling between the QD and the CBG cavity is evi-
denced by the observation of a reduced emission decay time
as compared to the decay of QDs in the planar reference struc-
ture. For the CX line in QD-CBG #1 and #2 we record decay
times of τ#1 = (0.40±0.01)ns and τ#2 = (0.53±0.01)ns, re-
spectively (Fig. 3b). To take statistical QD-to-QD fluctuations
for the reference decay time into account, we estimate the
average decay time of 8 uncoupled QD CX lines and obtain
τref = (1.99±0.16)ns, while the single reference shown in
Fig. 3b has a decay time of (2.01±0.02)ns. Therefore, the
measured Purcell factor for QD-CBG #1 is FP = 5.0±0.4
and FP = 3.8±0.3 for QD-CBG #2. Although the obtained
Purcell factors are comparable with FP = 3 obtained in the non-
deterministic fabrication approach9, we expect it to be much
higher if the QD would perfectly match the cavity mode both
spectrally and spatially. However, the expected Purcell factor
decays rapidly with the dipole displacement r0 from the cavity
center (decreases by half for |r0|= 100nm), as the fabricated
CBG is optimized for a higher-order mode that exhibits electric
field minima along the cavity radial direction (see Supplemen-
tal Material). Hence, the relatively large total positioning
uncertainty for QD-CBGs #1-#3 (∆R∼ 140-150nm) and the
non-ideal spectral emitter-cavity overlap explain the reduced
FP as compared to the model.

Photon extraction efficiency

We evaluate the photon extraction efficiency by record-
ing the power-dependent µPL signal with a superconducting
nanowire single-photon detector (SNSPD) in a calibrated op-
tical setup (see Fig. 3c). The setup has a total transmission
of (1.1±0.2)% (see Supplemental Material). The measured
η values are corrected by the factor

√
1−g(2)(0), to account

for the detection of secondary photons due to the refilling
of QD states18,19. Here, the g(2)(0) value is obtained un-
der the excitation power Psat corresponding to saturation of
the CX line. Evaluating the CX emission, we obtain an ex-
traction efficiency η#1 = (16.6±2.7)% for QD-CBG #1 and
η#2 = (13.3±2.2)% for QD-CBG #2 using an objective with
NA = 0.4.



9 Quantum dots in nanocavities resulting from deterministic processing
157

5

(a)

0 2 4 6 8 10

0.01

0.1

1

N
o
rm

. 
T

R
P

L
 C

o
u
n
ts

Time (ns)

reference QD

QD-CBG #2

QD-CBG #1

0.01 0.1 1 10

10

100

S
N

S
P

D
 c

o
u
n
ts

 (
k
H

z
)

Excitation power (mW)

1

10

P
h
o
to

n
 e

x
tr

a
c
ti
o
n
 e

ff
ic

ie
n
c
y
 (

%
)

QD-CBG #1

QD-CBG #2

1540 1550 1560
0.0

0.5

1.0

N
o
rm

. 
m

P
L
 I
n
t.

Wavelength (nm)

QD-CBG #2

QD-CBG #1

cavity mode

0

1

2

3

N
o
rm

. 
m

P
L
 I
n
t.

(b) (c)

FIG. 3. Characteristics of exemplary fabricated devices, QD-CBGs #1 and #2. a, µPL spectra for QDs in devices #1 and #2 overlaid on the
cavity mode of device #2 (grey) and fitted with a Lorentzian profile (orange), stacked for clarity, b, time-resolved µPL traces for these QDs with
the reference QD decay, c, power-dependent count rates registered on the SNSPD detector. Horizontal lines mark the line µPL signal saturation
level used for the determination of photon extraction efficiency.

Single-photon emission purity

The photon statistics of a quantum light source are of funda-
mental importance for applications in photonic quantum tech-
nologies. In the following, we investigate the single-photon
purity of the emission from QD-CBG #2 by analyzing the
photon autocorrelation function g(2)(τ) (cf. Supplemental
Material for details on the data analysis and complementary
g(2)(τ) measurements).

Fig. 4a depicts the measured g(2)(τ) histograms obtained
under pulsed off-resonant excitation at a power 0.5×Psat and
LO-phonon-assisted, quasi-resonant excitation at 0.04×Psat in
the upper and lower panel, respectively. Under off-resonant
excitation, the single-photon purity is limited by recapture pro-
cesses resulting in g(2)(0)fit = 0.05±0.02, where the uncer-
tainty is mainly determined by the background level B. From
the fit, we determine a decay time of τdec = (0.67±0.03)ns,
in good agreement with the spontaneous emission decay time
observed in Fig. 3b (τ#2 = (0.53±0.01)ns).

Under weak quasi-resonant excitation at P� Psat, the prob-
ability for charge-carrier recapture is strongly reduced, re-
sulting in almost negligible background contributions (B =
0) (Fig. 4a, lower panel) and a fitted value of g(2)(0)fit =
(4.7±2.6)×10−3 at P = 0.04×Psat. Additionally, we eval-
uated the raw antibunching value by integrating the raw co-
incidences around τ = 0 over a full repetition period normal-
ized by the Poisson level of the side peaks. This results in
g(2)(0)raw = (3.2±0.6)×10−3, with the error deduced from
the standard deviation of the distribution of counts in the
side peaks. As discussed later, this result compares favor-
ably with previous reports on non-deterministically fabricated
QD-CBGs.

Photon indistinguishability

Finally, we explore the photon indistinguishability of QD-
CBG #2 by Hong-Ou-Mandel (HOM)-type two-photon inter-

ference (TPI) experiments20 (see Methods and Supplemental
Material for details on the experimental setup, data analysis,
and complementary TPI measurements). The HOM histograms
recorded for co- and cross-polarized measurement configura-
tions are presented in Fig. 4b, and were obtained under pulsed
quasi-resonant excitation with identical experimental condi-
tions as the g(2)(τ) measurement presented in the previous
section (at 0.04×Psat). The data shown in Fig. 4b is not cor-
rected for multi-photon events or contributions from residual
laser light.

The HOM histograms feature a characteristic pattern that
we analyze following the methodology described in Ref. 21.
The reduced area of the central peak in the co-polarized
measurement as compared to the maximally distinguishable
cross-polarized measurement is a distinct signature of the
two-photon coalescence due to a significant degree of photon-
indistinguishability. From the width of the central dip we
extract a photon coherence time of T2 = (103±13)ps. The
visibility of the TPI is calculated from the ratio of the fit-
ted central peak area in the co- and cross-polarized measure-
ments as V = 1−ACo/ACross. We obtain a TPI visibility of
V = (19.3±2.6)% with the accuracy being the propagated fit-
ting errors reflecting the statistics of the experimental data. The
temporally post-selected visibility at zero delay time (τ = 0)
is VPS = 99.8+0.2

−2.6%, limited only by the system temporal re-
sponse.

DISCUSSION

The scalable fabrication of active quantum photonic devices
operating in the telecom C-band has been a long-standing
challenge. This is mainly due to the random size and strain
distribution of epitaxially grown QDs causing an inhomoge-
neous broadening of the emission and difficulties in localizing
suitable QDs due to the high electronic noise level of detector
arrays sensitive around 1.55µm wavelength. In this work, we
present a solution to this problem based on a hybrid sample
design. We fabricate an InP layer containing epitaxial QDs on
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FIG. 4. Quantum optical experiments on QD-CBG #2. a, The second-order autocorrelation function g(2)(τ) of the triggered photons for
the above-band excitation (top), and LO-phonon-assisted quasi-resonant excitation (bottom), b, HOM histogram for cross- and co-polarized
photons evidencing the indistinguishability by the two-photon interference visibility of V = (19.3±2.6)%, and the post-selected value of
VPS = 99.8+0.2

−2.6%.

top of a Al reflector placed on a Si wafer carrier. This geometry
significantly enhances the photon extraction efficiency from
the QDs by a factor > 7 enabling the localization of single
QDs in a wide-field imaging setup with a thermo-electrically
cooled InGaAs camera. For the 10% brightest QDs our setup
achieves an imaging SNR> 15.5 and a localization uncertainty
of ∼ 80nm with respect to alignment marks. After final EBL
processing, we achieve an overall uncertainty of ∼ 90nm for
fabricating a nano-photonic device around pre-selected QDs.
The localization accuracy of our setup is comparable to setups
operating in the 770-950nm range (48nm22, 30nm23) where
Si-based sensors with four orders of magnitude lower elec-
tronic noise can be used. The accuracy in our setup can be
further improved by using higher-NA objectives inside the
cryostat together with an overall increased microscope magnifi-
cation, which was reported to reduce the localization accuracy
down to 5nm24. Alternatively, in-situ EBL25 or photolithog-
raphy26 scanning techniques provide a similar accuracy down
to ∼ 35nm, but are comparably slow, require cathodolumines-

cence signal for QD localization or, in case of photolithography,
are not suitable to define reliably sub-µm features.

To exemplify our approach, we fabricate CBG cavities with
a resonance wavelength of 1.55µm around some of the pre-
selected QDs. The QD-to-CBG coupling is evidenced by a
Purcell factor of FP = 5.0±0.4, further increasing the single-
photon emission rate and final source brightness. Using our
approach, we obtain a total process yield of 30% for finding
a pre-selected QD spectrally matching the CBG cavity, which
is a significant improvement compared to the yield achievable
with a random placement approach (∼ 0.7%). For our QD-
CBG device, we measure a photon extraction efficiency of
(16.6±2.7)% with a NA= 0.4 objective, which is comparable
to previously reported devices probabilistically-fabricated and
operating at C-band wavelengths9.

Our QD-CBG devices feature excellent single-photon
emission purities with raw values down to g(2)(0) =
(3.2±0.6)×10−3, beating previous records for non-
deterministically fabricated QD-CBGs9, as well as most QDs
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operating in the C-band27,28, while being not yet competitive
with the state-of-the-art29.

Importantly, we report for the first time triggered TPI ex-
periments for InP-based cavity-coupled QDs with emission
wavelengths in the telecom C-band, which is crucial for appli-
cations in quantum information processing (QIP). We gener-
ate indistinguishable photons with a TPI visibility up to V =
(19.3±2.6)% and a post-selected value of VPS = 99.8+0.2

−2.6%
at zero time delay, setting a new record for QDs emitting in the
C-band. Previous results in the C-band were based either on
droplet epitaxy InAs/InP QDs in planar structures30,31 or InAs
QDs grown on GaAs followed by an InGaAs metamorphic
buffer, also located in planar structures32,33 or embedded in
randomly placed CBGs9.

Further improvement in the photon indistinguishability is
of utmost importance for applications in QIP. This is chal-
lenged by the strong coupling of QDs to their semiconductor
environment via charge and spin noise, both causing QD deco-
herence21,34. It is thus important to stabilize the QD environ-
ment, e. g. via electrical gates. In combination with coherent
pumping schemes, such as two-photon resonant excitation, we
expect a further improvement of the photon coherence time
and hence indistinguishability35.

Moreover, the InP material system used in our work appears
to be advantageous for QD-based quantum photonic devices
operating in the C-band and compared to GaAs-based devices.
Despite the careful strain engineering involved in the epitaxy
of QDs on GaAs36, the metamorphic buffer complicates the
device engineering and QD growth. In contrast, an unstrained
InP system is free from threading dislocations that would be a
source of dangling bonds causing non-radiative recombination,
thus lowering the efficiency37.

In conclusion, our work opens the route for the scalable
fabrication of telecom C-band wavelength quantum photonic
devices with QDs delivering flying qubits, i.e. single or
entangled photons38, or acting as a non-linear element for
QIP39. Improvements in our optical imaging setup will further
increase the device yield and positioning accuracy, while the
electric control and coherent excitation of QD emitters will
further push the achievable photon-indistinguishability.

Methods
Epitaxial growth and fabrication of planar structure with QDs– The fabrication of
the QD-CBG devices starts with the MOVPE growth of low-density Stranski-Krastanov
InAs/InP QDs emitting in the C-band12. Then, the applied process analogous to the one
described in Ref. 10 results in the structure consisting of a thin InP layer with QDs over
SiO2 and Al, heterogeneously integrated with a Si carrier wafer using BCB and ready
for imaging. Further details are given in Supplemental Material.

Modeling of the CBG– The QD is modeled as a classical dipole40, and the numerical
simulations of the CBG geometry are performed using a modal method employing a
true open boundary condition41. See the Supplemental Material for further details.

Deterministic fabrication of QD-CBG devices– After the µPL imaging step,
introduced in the Results section and elaborated in Supplemental Material, the CBG
cavities are fabricated via e-beam lithography using high-precision alignment based on
the InP mark detection in JEOL JBX-9500FSZ e-beam writer. This step is followed
by HBr-based ICP-RIE etching, using CSAR resist and a PECVD-deposited SiNx
hard mask. The calculated design is first scaled and fabricated using a nominally
identical heterostructure to investigate the mode energy vs. size dependence and
to account for the fabrication imperfections. Additionally, we experimentally
determine the ∼ 15nm temperature-induced blueshift of the mode energy between a
room and low temperature resulting from the contraction of the structure (introducing
size and strain changes), as well as from the change of the refractive indices of the layers.

Optical characterization of devices– The structure with QD-CBG devices is held in

a helium-flow cryostat allowing for control of the sample temperature in the range of
4.2-300K. For our standard µPL studies, the structures are optically excited through
a microscope objective with NA = 0.4 or 0.65 and 20× magnification using 660nm or
805nm light generated with semiconductor laser diodes. The same objective is used
to collect the µPL signal and to direct it for spectral analysis into a 1m-focal-length
monochromator equipped with a liquid-nitrogen-cooled InGaAs multichannel array de-
tector, providing spatial and spectral resolution of ∼2µm and ∼25µeV, respectively.

The photon extraction efficiency and time-resolved µPL are measured in the same
setup. Here, QDs are excited by∼50ps-long pulses with a repetition rate of 80MHz and
a central wavelength of 805nm. At the same time, the second monochromator output
port is equipped with the fiber coupling system, transmitting the signal to an NbN-based
SNSPD (Scontel) with ∼87% quantum efficiency in the range 1.5-1.6µm and ∼ 200
dark counts per second. A multichannel picosecond event timer (PicoHarp 300 by
PicoQuant GmbH) analyzes the single photon counts as a time-to-amplitude converter.
The overall time resolution of the setup is ∼80ps. Experimental setups, and data on the
setup transmission efficiency used for determining the photon extraction efficiency are
given in Supplemental Material.

Photon autocorrelation measurements– For the photon-autocorrelation measurements,
QD-CBG devices were optically excited using a Ti:Sapphire (Ti:Sa) laser (Coherent
Mira-HP) or a widely tunable ps-pulsed laser system based on an optical parametric
oscillator (OPO) (picoEmerald by APE GmbH) with repetition rates of 76MHz and
80MHz, respectively. We use a fiber-coupled bandpass filter (FWHM = ∼0.4nm) for
spectrally selecting the QD emission, followed by a 50:50 fiber beam splitter. For
the off-resonant excitation, we use a microscope objective with NA = 0.7 and 100×
magnification and excite the QD emission with ∼2ps-long pulses at 830nm from the
Ti:Sa. The signal is detected with a pair of SNSPDs with ∼87% and ∼92% quantum
efficiency at 1550nm. For the quasi-resonant excitation, we use an aspheric lens
(NA = 0.6) mounted inside a low-vibration closed-cycle cryostat (attoDRY800 by
Attocube Systems AG) cooled to 4.5K. Here, the OPO-laser is used and adjusted to
a pulse length of 5ps. Single photons are detected via SNSPDs with 80% detection
efficiency at 1550nm and 57ps timing jitter (complete system temporal response). The
excitation energy was determined in photoluminescence excitation experiments to be
0.83537eV (37.57meV above the QD emission energy, cf. Supplemental Material),
which was also used for following TPI experiments.

Photon-indistinguishability measurements– In the TPI experiments, an additional
4ns delay was introduced between consecutive laser pulses by adding an imbalanced
free-space Mach-Zehnder interferometer (MZI) in the excitation path, which was
compensated in the HOM setup on the detection side. Hence, the excitation sequence is
composed of pairs of pulses separated by 4ns, every 12.5ns corresponding to 80MHz
laser repetition rate. Free-space waveplates were used to match the polarization for
the TPI inside the fiber beam splitter. The exact polarization was set by using a
polarimeter at the beam splitter output in combination with a laser tuned to the QD
emission wavelength. Fine-tuning the relative delay between both MZI arms was used
to precisely match the detection and excitation delay, respectively. The contrast of
classical Michelson interference of the laser with itself was used for optimization. See
Supplemental Material for the scheme of the experimental setup and the details of the
HOM data analysis.
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S-I. METHODS

A. QD fabrication

The QDs are grown in the low-pressure MOVPE TurboDisc® reactor using arsine (AsH3), phosphine (PH3), tertiarybutylphos-
phine (TBP) and trimethylindium (TMIn) precursors with H2 as a carrier gas. The growth sequence starts with the deposition of
a 0.5µm-thick InP buffer layer on a (001)-oriented InP substrate at 610°C subsequently epitaxially covered by a 200nm-thick
In0.53Ga0.47As sacrificial layer lattice-matched to InP and a 244nm-thick InP layer. Then, the temperature is decreased to 483°C,
stabilized under TBP for 180s and AsH3 for 27s. Finally, nucleation of QDs occurs in the Stranski-Krastanov growth mode
after deposition of nominally 0.93 mono-layer thick InAs under TMIn and AsH3 flow rates of 11.8µmol/min and 52.2µmol/min,
respectively. Nucleated QDs are annealed for 60s at the growth temperature in AsH3 ambient, before the temperature is increased
for 30s to 515°C and the annealing continues for another 30s. Deposition of a 244nm-thick InP capping layer (12nm at 515°C,
and the remaining 232nm after increasing the temperature up to 610°C) finishes the growth sequence.

The reference structure contains the same InAs/InP quantum dots without InGaAs sacrificial layer and metallic mirror (no
processing was done on this structure).

B. QD integration on Si substrate

To integrate the QD structure on Si, a 100nm-thick layer of SiO2 is deposited on top of the InP-based structure using plasma-
enhanced chemical vapor deposition (PECVD) with the rate of 0.99nm/s, and subsequently covered by a 100nm-thick Al layer
deposited via electron-beam evaporation with the rate of 90Å/s. After flipping the structure bottom-up, it is bonded to the Si
substrate. The bonding procedure includes, first, spin coating of the AP3000 adhesion promoter and benzocyclobutene (BCB) on
Si and AP3000 on the InP wafer, and second, both structures are bonded at 250°C in vacuum under an applied force of ∼ 2kN.
Plasma ashing disposes superfluous BCB from the back-side of the InP wafer. Afterward, the InP substrate is removed in HCl
and the InGaAs etch stop layer in H2SO4:H2O2:H2O=1:8:80 mixture. For the sample with mesas, HSQ resist (a high purity
silsesquioxane-based semiconductor grade polymer) is spin-coated and exposed using electron-beam lithography and developed
in water-diluted AZ400K. The mesa pattern is then transferred to the InP by inductively coupled plasma-reactive ion etching
(ICP-RIE) followed by HSQ removal in a buffered oxide etch (BHF). The mesa height is 300nm as measured with an atomic
force microscope.

C. Optical experiments

For the optical experiments, the structure is hold in a helium-flow cryostat allowing for controlled sample temperatures in the
range of 4.2K to 300K. For our standard µPL studies, the structures are optically excited through a high numerical aperture
(NA = 0.4) microscope objective with 20× magnification with 660nm or 787nm light generated with semiconductor laser diodes,
respectively. The same objective is used to collect the PL and direct it for spectral analysis to a 1m-focal-length monochromator
equipped with a liquid-nitrogen-cooled InGaAs multichannel array detector, providing spatial and spectral resolution of ≈ 2µm
and ≈ 25µeV, respectively. Polarization properties of emitted light are analyzed by rotating a half-wave plate mounted before a
fixed high-contrast-ratio (106:1) linear polarizer, both placed in front of the monochromator entrance.

Autocorrelation histograms, photon extraction efficiency, and TRPL are measured in a similar setup. In this setup, the
structures are excited by a train of ∼ 50ps-long pulses with a repetition frequency of 40MHz or 80MHz, and the central photon
wavelength of 805nm. The collected photons are dispersed by a 0.32m-focal-length monochromator equipped either with a
InGaAs multichannel array detector or NbN-based superconducting nanowire single-photon detectors (, Scontel) with ∼85%
quantum efficiency in the 1.5µm to 1.6µm range and ∼ 200 dark counts per second. A multichannel picosecond event timer
(PicoHarp 300 by PicoQuant) analyzes the single photon counts as time-to-amplitude converter with 256ps channel time bin
width. The overall time resolution of the setup is ∼80ps.

D. Determination of the photon extraction efficiency

To determine the value of photon extraction efficiency ηQD, we follow the method described in Ref. [1]. First, we estimate
the efficiency of the setup ηSetup by reflecting a laser tuned to the investigated QD emission range off a silver mirror placed
in the setup instead of the structure. The laser beam is attenuated with neutral density filters to achieve the count rate in the
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Supplementary Fig. S1. Scheme of the experimental setup used for correlation spectroscopy and determination of the extraction efficiency.

MHz range. This number is corrected by the measured mirror reflectivity, attenuation of filters, transmission of the cryostat
window and the microscope objective. Based on the laser power coming on the silver mirror, the estimated setup efficiency is
ηSetup = (0.18 ± 0.06) %, with the uncertainty being the standard deviation σ(η) of ηSetup(λ ), mainly steming from the slight
discrepancies in the fiber in-coupling efficiencies for different wavelengths. We performed the extraction efficiency experiments
in the correlation spectroscopy setup, presented in Supplementary Fig. S1. The signal emitted from the sample passes through
the following elements of the setup on the way to the detector: cryostat window (spectrally averaged transmission T ≈ 90%),
microscope objective (T ≈ 55%), two beam splitters (introducing the optical excitation and splitting the QD signal, T ≈ 40%
each), monochromator (T ≈ 15%), fiber in-coupling (efficiency ∼18%) and (efficiency ∼85%). The multiplication of these
values leads to the same ηSetup as determined using the described method, adopted from Ref. [1].

Then, we excite the QDs non-resonantly with a pulsed laser diode with frep = 80MHz repetition rate at the saturation power
for each QD. We collect the emission with the microscope objective (NA = 0.4), sum the count rates for CX and X lines (nQD),
as only one excitonic complex can radiatively decay at a time, and correct them by ηSetup. Taking into account the laser repetition
f , we estimate the photon extraction efficiency ηQD = nQD/( f ×ηSetup). The error bars for photon extraction efficiencies are
calculated by propagating the σ(η) uncertainty. This method assumes unity internal quantum efficiency of QDs (ηint = 100%),
respectively the QD photon repetition rate equals frep. It is however difficult to determine experimentally the contribution of
non-radiative recombination and hence the real value of ηint. The assumption of ηint = 100% thus determines a lower limit of
ηQD due to a possible overestimation of the total number of photons emitted by the QD (nQD). Finally, we correct the measured η

values for the QDs A-C by the factor
√

1−g(2)(0)area to account for the secondary photons due to the refilling of QD states that
contribute to the measured photon flux [2, 3]. This procedure only slightly reduces the η values by 16%, 11%, and 5% for QDs
A, B, and C, respectively. With this correction, the highest η values are 9.5% and 9.1% for QDs C and B, respectively.

E. Determining the single-photon purity

For the pulsed QD excitation, we calculate the g(2)(0) value including the histogram background contribution B:

g(2)(0)area =
∫ T0/2

−T0/2

[
B+A

[
exp(−|τ|/τdec)− exp

(
−|τ|/τcap

)]]
dτ/∫ T0/2

−T0/2
[B+H exp(−|τ|/τdec)]dτ,

(S1)

and with the background contribution subtracted:

g(2)(0)area =
∫ T0/2

−T0/2
A
[
exp(−|τ|/τdec)− exp

(
−|τ|/τcap

)]
dτ/

∫ T0/2

−T0/2
H exp(−|τ|/τdec)dτ. (S2)
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For the histograms recorded in cw mode we use the standard equation

C(τ) = N
[
1−
(

1−g(2)fit (0)
)

exp(−|τ|/tr)
]
, (S3)

where N is the average coincidence level at |τ| � 0. The purity is extracted as P = 1−g(2)(0), in particular, for the raw-data
estimated purity Praw =C(0)/N.

F. Numerical calculations

The structure is modeled with a modal method (MM) employing a true open geometry boundary condition [4]. Here, the
geometry is divided into uniform layers along a propagation z axis, and the field is expanded on eigenmodes of each uniform
layer. The eigenmode expansion coefficients in the QD layer are computed using the reciprocity theorem [5], and the fields are
connected at each layer interface using the S matrix formalism [5, 6]. The far field is then determined using the field equivalence
principle and radiation integrals [7]. The extraction efficiency is defined as η = Plens, NA/Pin, where Plens, NA is the power detected
by the lens with NA = 0.4 in the far field, and Pin is the total power emitted from the dipole.

S-II. IDENTIFICATION OF EXCITONIC COMPLEXES

To demonstrate the optical properties of the QDs, three exemplary emitters representing the L- (QD A), C- (QD B), and S-
(QD C) telecom bands are chosen, with their µPL spectra presented in Figs. 2b-2d. The excitonic complexes are identified based
on the excitation power-dependent µPL intensity IµPL [shown in Supplementary Figs. S2a-S2c], and polarization-resolved µPL
investigations [results shown in Supplementary Figs. S2d-S2e]. We obtain the expected [8, 9] linear, superlinear and almost
quadratic power dependences for excitons, trions, and biexcitons, respectively, with the following exponents b from fitting
the power dependence IµPL = aPb to the line intensities: bX = 0.98± 0.08, bXX = 1.77± 0.11, bCX = 1.04± 0.04 (QD A),
bX = 1.00±0.15, bXX = 1.75±0.15, bCX = 1.12±0.18 (QD B), and bX = 1.02±0.02, bXX = 1.67±0.10, bCX = 1.15±0.05
(QD C), where bX, bXX, bCX are exponents for the X, XX, and CX lines, respectively.

An exemplary polarization-resolved µPL map is shown in Supplementary Fig. S2d with the traces that help to unambiguously
ascribe the lines, with X and XX oscillating in anti-phase (right and center panel, respectively), revealing the exciton fine structure
splitting with the energy EFSS = 91µeV. The slight non-orthogonality of X states, visible in the intensities of both bright exciton
(XA and XB) and biexciton (XXA and XXB) states (Supplementary Fig. S2e), as well as CX intensity modulation, evidences
the valence-band mixing between heavy- and light-hole states due to in-plane QD shape asymmetry and anisotropic strain
effects [10–12] what has also been observed for trions in similar InP-based QDs [13]. Based on the polarization dependence
of the X line µPL intensity, we determine the degree of linear polarization DOLPX = (42.8±3.2) % and the amplitude of the
hole states mixing [12] βX = (36.3±2.7) %. For the CX, we observe the lack of the emission energy dependence on the linear
polarization angle (Supplementary Fig. S2d, left panel), as expected for the trion spin-singlet state, and based on its intensity we
calculate the parameters DOLPCX = (36.4±3.2) % and βCX = (31.1±2.7) %.

We perform in an similar manner the identification of complexes for other QDs in the investigated structures. Based on
polarization-resolved and excitation power-dependent µPL spectra of InAs/InP QDs in the structure with mirror which emit in the
range of 1.48µm to 1.6µm, we determine the binding energies for trions (EX−CX) and for biexcitons (EX−XX). The summary
of determined binding energies for biexcitons and trions, and the EFSS values are shown in Supplementary Figs. S2f-S2g. We
find that the distributions of biexciton and trion binding energies are narrow and the values for QDs A-C are close to their
typical values (see the diamonds marking values for QDs A, B, and C). We calculate the average values of 〈EX−CX〉= 4.84meV
and 〈EX−XX〉= 3.25meV. The obtained values are spectrally-independent and only slightly spread around the average values,
therefore they help in the identification of excitonic complexes in the investigated QDs A-C. For the fine structure splitting energy,
we calculate the average value of 〈EFSS〉= 123µeV.

Finally, for QD C we present the cross-correlation between XX-X and CX-X lines to unambiguously prove the identification
of excitonic lines and the fact that they origin from the same QD. Here, X emission events are registered by the stopping
detector. The histograms are shown in Supplementary Fig. S2g for XX-X and Supplementary Fig. S2h for CX-X cross-correlation
measurements. In the case of XX-X, we find a strong bunching for positive delays, evidencing the cascaded XX-X emission,
while for the CX-X case we see an asymmetric dip which we fit with the function of the form g(2)CX−X(τ) = A [1− exp(τ/tr)]
separately for τ < 0 and τ > 0, where A is a scaling factor, τ is the time delay, and tr is the antibunching time constant. We find
that the tr is different for positive and negative delays: tr = 1.25±0.08 ns and tr = 1.06±0.08 ns, respectively, corresponding
with the CX and X emission.
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Supplementary Fig. S2. Excitonic complexes in InAs/InP QDs. a-c, Excitation power-dependent µPL intensity of identified lines in QDs: a A,
b B, c C. d, Polarization-resolved µPL signal for excitonic complexes in QD B. e, Normalized polarization-resolved µPL intensity for X and
XX in QD B. f, Binding energies for trions (EX−CX) and for biexcitons (EX−XX), with values for QDs A, B, and C marked with diamonds.
g, Exciton fine structure splitting (EFSS).

S-III. FDTD CALCULATIONS

In this section we investigate the influence of the QD position displacement in the mesa structure on the extraction efficiency.
For that purpose, we employ finite-difference time-domain (FDTD) 3D Electromagnetic Simulator provided by Lumerical
Inc. [14], as a complementary tool to the previous one based on the modal method (MM) [4]. More details of the employed FDTD
method can be found elsewhere [15]. In order to establish convergence between the two numerical methods we first compare the
results for the identical photonic mesa structures with D = 2µm containing a point dipole at the central position ∆x = 0 nm. Then,
the FDTD approach was tuned to minimize deviation with respect to the modal method by slight change of the numerical aperture
of the collected emission or the position of the 2D field-power monitor located above the mesa structure. Such tuning mechanism
is visualized in Supplementary Fig. S4a as the black shaded area which overall is qualitatively similar to the results obtained by
the modal method.
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Supplementary Fig. S4. Analysis of the influence of the QD position in the mesa on the extraction efficiency. a, Comparison of calculated
extraction efficiency between the FDTD and MM methods for the QD in the center of the mesa (∆x = 0 nm). The shaded uncertainty range
results from different vertical screen positions (0.8µm to 2.4µm above the mesa surface) b, Dispersion of the extraction efficiency for different
QD displacement from the center of the mesa (∆x).

Next, such consistent FDTD model was used to calculate the dispersion of extraction efficiency for a variety of the dipole
displacements in the range of ∆x = 0nm to 400nm. Starting from ∆x = 100nm, a local enhancement of extraction efficiency
around 1.55µm is already observable and this effect is further strengthened for ∆x = 200nm displacement, as it is shown in
Supplementary Fig. S4b. Further shift of the dipole position causes decrease of the extraction efficiency values, and taking into
account the experimental results we observe the best match for QD B at ∆x = 200nm, suggesting that the QDs are placed in
between ∆x≈ 0nm to 200nm.

S-IV. TIME-RESOLVED MICROPHOTOLUMINESCENCE FOR CX LINES IN QDS A-C

Low-temperature (T = 4.2K) time-resolved µPL (TRPL) traces registered for QDs A, B, and C are presented in Supplemen-
tary Fig. S5 with solid black lines. Each trace is best fitted with a single-exponential decay function (red solid lines) to extract
decay time constant τPL. We use the function of the form:

I(t) = Aexp(−t/τPL), (S4)

where I(t) is the TRPL intensity at time t, and A is the amplitude of the signal. The extracted τPL values are 1.69±0.01 ns (QD A),
2.61±0.01 ns (QD B), and 1.92±0.01 ns (QD C). The τPL times are rather typical for single InAs/InP QDs, independently of
their exact size and symmetry [16–19] and agree with the τdec values (see comparison in Supplementary Tab. S2).
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Supplementary Fig. S6. Evaluation of the single-photon emission purity for CX lines under cw excitation in QD a, A and b, C, and for CX line
in QD B at elevated temperatures: recorded and C QD B, at c, T = 30K, d, T = 80K, and for e, 0.3×PSat and f, 0.7×PSat.

In this section we present the histograms that broaden the discussion of the single-photon emission quality for investigated
SPEs, presented in Fig. 4 in the article. Here, we focus on the cw excitation of the CX lines, and we show the autocorrelation
histograms for QDs A and C in Supplementary Fig. S6a and Supplementary Fig. S6b, respectively, together with fit lines. The
histograms were recorded for the laser excitation power corresponding to the 0.7×PSat of the respective lines. We observe an
additional weak bunching effect which we attribute to the blinking caused by the interaction with carrier traps in the QD vicinity
or background doping [3, 20], and we fit the normalized histograms with the function [21]

g(2)(τ) = 1−Aexp(−|τ|/τ1)+Bexp(−|τ|/τ2), (S5)

where A and B are fit parameters, while τ1 and τ2 are antibunching and bunching time constants, respectively. The g(2)(0)
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value is obtained as g(2)(0) = 1−A+B. Determined parameters are g(2)(0) = 0.074 (σ = 0.062), τ1 = 1.93± 0.15 ns, and
τ2 = 22.7± 3.0 ns for QD A, and g(2)(0) = 0.07 (σ = 0.11), τ1 = 0.97± 0.09 ns, and τ2 = 4.81± 0.45 ns for QD C. These
g(2)(0) values are displayed in Supplementary Tab. S3 for their easier comparison.

Then, we show the histograms for CX in QD B registered under the same excitation conditions as in Figs. 4b-c, except for
the temperature of the structure (Supplementary Figs. S6c-S6d) and excitation power (Supplementary Figs. S6e-S6f). We fit the
normalized histograms with the standard function shown in Eq. (??). For the Stirling-compatible temperature of T = 30K we
obtain almost perfect single-photon emission with the purity of g(2)(0)30K = 0 (σ = 0.054, Supplementary Fig. S6c). Moreover,
we record the histogram at 80K sample temperature, achievable with a liquid nitrogen dewar. Although the reduction of the
signal-to-noise ratio for investigated line results in a pronounced noise in the recorded histogram, the dip at zero delay is still
visible and the single photon purity can be estimated. We obtain g(2)(0)fit,80K = 0.25(σ = 0.19). We note that the achieved
purity at T = 80K is higher than the record values of g(2)(0) = 0.34 and g(2)(0) = 0.33 previously reported at this temperature
and at 1.55µm emission wavelength achieved with InAs/InAlGaAs/InP quantum dashes [22, 23] and InAs/GaAs QDs grown
with the metamorphic approach [24], respectively. Importantly, both these previous approaches are obtained in different carrier
confinement conditions, InAlGaAs or GaAs barriers respectively, and thus cannot be directly compared with the pure InAs/InP
system investigated here.

Next, for the C-band QD B we study the quantum nature of the emission in the excitation power-dependent photon autocor-
relation measurements under cw non-resonant excitation. Supplementary Figs. S6e-S6f present the autocorrelation histograms
corresponding to the excitation of the CX line under 0.3×PSat (Supplementary Fig. S6e), and 0.7×PSat (Supplementary Fig. S6f),
where PSat is the laser excitation power corresponding to the saturation of the line’s µPL intensity. We fit the histograms
using Eq. (??), and achieve the values of g(2)(0) = 0 for all probed excitation powers, with σ = 0.075, 0.056, 0.038 for 0.3×PSat,
0.7×PSat, and PSat[25], respectively. The increasing pump rate Wp results in the decrease of tr so that tr = (1.70± 0.19) ns,
tr = (1.31±0.11) ns, and tr = (1.12±0.06) ns for 0.3×PSat, 0.7×PSat, and PSat, respectively.

The obtained g(2)(0) for CX in the QD B are repeated in Supplementary Tab. S4.

S-VI. TEMPERATURE-DEPENDENT PHOTOLUMINESCENCE OF QD B

The temperature-dependent µPL of the QD B is recorded in the temperature range of T = 5K to 120K and analyzed before
recording the autocorrelation histograms at elevated temperatures, shown in Fig. 4c. The spectra, the temperature-dependent
quench of CX and X lines, and the linewidth broadening of the CX line are presented in Supplementary Fig. S7.
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Supplementary Fig. S7. Analysis of the temperature-dependent µPL spectra for QD B. a, µPL spectra taken at different temperatures in the
range of T = 5K to 90K. b, µPL intensity for X and CX lines fitted with the Arrhenius formula (red lines), according to Eq. (S6). c, Broadening
of the CX line with the fitted temperature dependence of Eq. (S7).

To identify the most efficient carrier excitation channels, the temperature-dependent µPL intensity is fitted with a standard
formula assuming two activation processes [26]:

I (T ) =
I0

1+B1 exp(−Ea,1/kBT )+B2 exp(−Ea,2/kBT )
, (S6)

where I0 is the PL intensity for T → 0, Ea,1 and Ea,2 are activation energies, and B1 and B2 are relative rates corresponding to the
efficiency of involved processes. We achieve the activation energies of Ea,1 = 23.6±0.8 meV and Ea,2 = 81.1±15 meV for CX
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and Ea,1 = 5.0±1.5 meV and Ea,2 = 22.2±7.3 meV for X. We find that for both lines the dominant process responsible for the
µPL intensity quench is the one corresponding to the Ea,2 energy, as the rates ratio B1 : B2 is 1 : 264 and 1 : 402 for CX and X
lines, respectively. Interestingly, both complexes share the activation energy in the range of ∼22meV to 24meV, in agreement
with the value obtained for the CX line in similar QDs [13], where the values of Ea,1 = 0.8±0.5meV and Ea,2 = 23±5meV were
reported for a CX. There, the process corresponding to the Ea,2 activation energy was attributed as the charge transfer to higher
orbital states, based on the band structure calculations within the 8-band k · p framework. Furthermore, for a QD emitting around
the 1.55µm spectral range, the calculated energy distance for holes between their QD and WL ground states is in the range of
70meV to 90meV [13], therefore we attribute the Ea,2 = 81.1±15meV estimated for the CX as the excitation of the hole from
the QD B to the WL ground state.

The temperature dependence of linewidth was fitted with the formula that includes the contribution of thermally-activated
phonon sidebands to the zero-phonon line [27, 28],

Γ (T ) = Γ (4.2K)+a
[

exp
(

Eph,Γ

kBT

)
−1
]−1

, (S7)

where kB is the Boltzmann constant, parameter a = 72.8± 6.8 meV and Eph,Γ = 27.39± 0.55 meV is an average energy of
phonons. From the fitting we obtain the initial CX line broadening of Γ (4.2K) = 84.4±1.2 µeV what is above the lifetime-limited
linewidth (0.5µeV to 0.8µeV, according to TRPL data in Supplementary Fig. S5) as well as above the spectral resolution of the
µPL setup (∼25µeV) and so points to the presence of spectral diffusion due to the deep charge traps in the QD vicinity, also on
the etched mesa walls [29]. On the other hand, the initial broadening is much lower than in the previously fabricated structure
with InAs/InP QDs in mesas of 340µeV [13].

S-VII. SUMMARY OF DERIVED PARAMETERS

In Supplementary Tab. S1 we provide the fit parameters for the histograms obtained under cw laser excitation for QDs A, B,
and C. The purity P is defined as P = 1−g(2)(0). For the purity determination we take the fitted values of g(2)(0)fit unless
g(2)(0)fit = 0. In such cases, we employ the more conservative estimation of purity, utilizing the g(2)(0)raw = C(0)/N value
(Eq. (??)).

Supplementary Table S1. Fit parameters of single-photon emission under cw excitation (Supplementary Figs. S6a-S6b for QDs A and C,
Supplementary Fig. S6f for QD B).

Different QDs, cw excitation
QD g(2)(0)fit g(2)(0)raw P

A 0 (σ = 0.11) 0.0480
(

95.2+4.8
−6.2

)
%

B 0 (σ = 0.056)* 0.0519
(

94.8+5.2
−0.4

)
%

C 0.07 (σ = 0.11) 0.173
(

93+7
−11

)
%

* At 0.7×PSat.

In Supplementary Tab. S2 we give the fit parameters for histograms obtained for the pulsed laser excitation (see Methods section
for the fitting formula). B is the level of background coincidences, A is a scaling parameter related to secondary photon emission,
H is an average non-zero peak height, τdec and τcap are the decay and capture time constants, respectively. The corresponding
histograms are shown in Fig. 4 and Supplementary Figs. S6a-S6b. We give also the µPL decay time τPL recorded in time-resolved
µPL experiment (the corresponding µPL decay traces are presented in Supplementary Fig. S5). The uncertainties given in
Supplementary Tab. S2 are standard errors of the fitting procedure (σ ).

Supplementary Table S2. Fit parameters of single-photon emission under CW and pulsed excitation for QDs A-C (Fig. 4a) with PL decay times
(Fig. S5).

Different QDs, pulsed excitation TRPL
QD B A H τcap τdec τPL
A 0.86±0.05 12.49±0.90 37.30±0.16 0.34±0.07 ns 1.91±0.02 ns 1.69±0.01 ns
B 13.32±0.16 176±15 152.35±0.47 2.28±0.05 ns 2.80±0.02 ns 2.61±0.01 ns
C 1.41±0.15 11.2±2.0 76.82±0.58 0.44±0.17 ns 1.99±0.02 ns 1.92±0.01 ns

* At 0.7×PSat.
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Supplementary Tab. S3 gives the derived g(2)(0) function values for pulsed excitation together with corresponding purity. We
give both the g(2)(0) value based on the level of coincidences at τ = 0 compared with H, and based on the area under the zero
histogram peak. See Methods section for the applied formulas with and without the background correction. The uncertainties
given in Supplementary Tab. S3 are combined standard uncertainties based on A and H standard fitting errors.

Supplementary Table S3. g(2)(0) values and corresponding purity P of the single-photon emission under pulsed excitation (Fig. 4a) derived
based on the fit parameters given in Supplementary Tab. S2.

Different QDs, pulsed excitation
Function value approach Peak area approach

Fit value at τ = 0 Histogram background included Histogram background subtracted
QD g(2)(0) = B/H P = 1−g(2)(0) g(2)(0)area Parea g(2)(0)area Parea
A 0.023±0.010 97.7±1.0 % 0.371±0.020 62.9±2.0 % 0.276±0.002 72.4±2.0 %
B 0.087±0.017 91.3±1.7 % 0.433±0.018 56.7±1.8 % 0.209±0.018 79.1±1.8 %
C 0.018±0.012 98.2±1.2 % 0.205±0.02 79.5±2.0 % 0.114±0.02 88.6±2.0 %

* At 0.7×PSat.

Supplementary Tab. S4 displays the fit parameters obtained for CX in QD B, for the excitation-power- and temperature-
dependent autocorrelation histograms. Again, for the determination of P we use the fitted values of g(2)(0)fit unless g(2)(0)fit = 0.
In such cases, we utilize the g(2)(0)raw =C(0)/N value.

Supplementary Table S4. The histogram fit parameters obtained for CX in QD B, for excitation power- and temperature-dependent
autocorrelation histograms [see Figs. 4b-c and Supplementary Figs. S6c-S6f].

QD B, cw excitation
Excitation power series Temperature series

Laser power g(2)(0)fit g(2)(0)raw P Temperature g(2)(0)fit g(2)(0)raw P

0.3×PSat 0 (σ = 0.075) 0.0188
(

98.1+1.9
−5.6

)
% 30K 0 (σ = 0.054) 0.0808 91.9±5.4%

0.7×PSat 0 (σ = 0.056) 0.0519
(

94.8+5.2
−0.4

)
% 50K 0.017 (σ = 0.096) 0.0486

(
98.3+1.7

−7.9

)
%

PSat 0 (σ = 0.038) 0.0272
(

97.3+2.7
−1.1%

)
80K 0.25 (σ = 0.19) 0.299 75±19%

[1] M. Gschrey, A. Thoma, P. Schnauber, M. Seifried, R. Schmidt, B. Wohlfeil, L. Krüger, J. H. Schulze, T. Heindel, S. Burger, F. Schmidt,
A. Strittmatter, S. Rodt, and S. Reitzenstein, Highly indistinguishable photons from deterministic quantum-dot microlenses utilizing
three-dimensional in situ electron-beam lithography, Nat. Commun. 6, 7662 (2015).

[2] J. Yang, C. Nawrath, R. Keil, R. Joos, X. Zhang, B. Höfer, Y. Chen, M. Zopf, M. Jetter, S. L. Portalupi, F. Ding, P. Michler, and O. G.
Schmidt, Quantum dot-based broadband optical antenna for efficient extraction of single photons in the telecom O-band, Opt. Express 28,
19457 (2020).

[3] H. Kumano, T. Harada, I. Suemune, H. Nakajima, T. Kuroda, T. Mano, K. Sakoda, S. Odashima, and H. Sasakura, Stable and efficient
collection of single photons emitted from a semiconductor quantum dot into a single-mode optical fiber, Appl. Phys. Express 9, 032801
(2016).
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S-I. OPTICAL SIMULATIONS OF THE CAVITY GEOMETRY

The CBG geometry is modeled using a modal method employing a true open geometry boundary condition [1]. Here, the
geometry is divided into uniform layers along a propagation z axis, and the field is expanded in eigenmodes of each uniform layer.
The QD is modeled as a classical dipole emitter using the equivalence principle [2]. The eigenmode expansion coefficients in the
QD layer are computed using the reciprocity theorem [3], and the fields are connected at each layer interface using the S matrix
formalism [3, 4].

We model the Purcell factor FP = P/P0 as the power P emitted by the classical dipole relative to the power P0 in a bulk medium.
The power P and the electric near field E(r) generated by a dipole d with frequency ω0 at the position r0 can be written in terms
of the optical Green’s function

←→
G (r,r′) as [2]

P(r0) =
ω3

0 µ0 |d|2
2

Im
(

n∗d ·
←→
G (r0,r0) ·nd

)
(S1)

E(r) = ω2
0 µ0
←→
G (r,r0)d, (S2)

where nd = d/|d| is the dipole orientation. The corresponding far field PFF(θ ,ϕ,r0) is then determined from Eq. (S2) using a
standard near field to far field transformation [5]. The total collected power PLens detected by the lens with a given numerical
aperture (NA) is obtained by integration of PFF(θ ,ϕ,r0) over the unit solid angle Ω as

PLens(r0) =
∫

θ<θNA

PFF(θ ,ϕ,r0)dΩ , (S3)

where θNA is defined by the NA of the lens. Finally, the extraction efficiency is defined as η = PLens/P.
The dominant lines in all investigated QD-CBG devices are trions (CX) which emit circularly polarized photons (σ±). We thus

model the trion state dipole orientation as

nd = nCX =
1√
2
(r± iϕ), (S4)

where r and ϕ are unit vectors of the cylindrical coordinate system. Inserting Eq. (S4) into Eq. (S1), we obtain the power PCX
emitted by the trion given by

PCX(r0) =
Pr(r0)+Pϕ(r0)

2
, (S5)

where Pr (Pϕ ) is the power emitted by a dipole at position r0 oriented along the r (ϕ) axis. Similarly, the far field generated by the
trion becomes

PFF,CX(θ ,ϕ,r0) =
1
2
(
PFF,r(θ ,ϕ,r0)+PFF,ϕ(θ ,ϕ,r0)

)
, (S6)

where r and ϕ again refer to far fields generated by the two dipole orientations. Finally, the total photon extraction efficiency for
the trion at the position r0 becomes

ηCX(r0) =
PLens,CX(r0)

PCX(r0)
=

PLens,r(r0)+PLens,ϕ(r0)

Pr(r0)+Pϕ(r0)
. (S7)

The near and far fields for the cavity mode are presented in Supplementary Fig. S1. The near-field profile shown in Supplemen-
tary Fig. S1a evidences the higher-order nature of the optimized cavity mode characteristic of the bullseye design [6].

The extraction efficiency η and Purcell factor FP computed using Eq. (S5) and Eq. (S7) as a function of spatial misalignment ρ
of the QD is presented in Supplementary Fig. S2. Whereas the photon extraction efficiency overall displays robustness towards
misalignment, the decay of the Purcell factor with ρ is much more pronounced. The variations of FP along the r and ϕ axes are
quite different and result from the different variations of the field profile shown in Supplementary Fig. S1 along the x and y axes.
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(a) (b)

Supplementary Fig. S1. a, Near field and b, far field mode profiles of the CBG with 4 rings generated by a linear dipole nd = r.
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Supplementary Fig. S2. QD displacement tolerance: The photon extraction efficiency η(ρ) (top) and Purcell factor FP(ρ) (bottom) as a function
of the dipole-center separation ρ computed for the r, ϕ and CX dipole orientations.

S-II. NANOFABRICATION OF THE DEVICES

In this section, we present the details of the fabrication flow applied to realize the circular Bragg gratings with quantum dots.
The fabrication of the structure is similar to the one presented in Ref. [7].

A. MOVPE growth of InAs/InP quantum dots

We start with the epi-ready InP wafer and grow the InGaAs etch stop and InP layers on a (001)-oriented InP substrate
in the low-pressure metalorganic vapor-phase epitaxy (MOVPE) TurboDisc® reactor using arsine (AsH3), phosphine (PH3),
tertiarybutylphosphine (TBP) and trimethylindium (TMIn) precursors with H2 as a carrier gas. We grow the 0.5µm-thick InP
buffer and 200nm-thick In0.53Ga0.47As lattice-matched to InP at 610°C and a 156nm-thick InP layer. Then, the temperature is
decreased to 493°C, stabilized under TBP for 180s and AsH3 for 27s. The nucleation of QDs occurs in the Stranski-Krastanov
growth mode after deposition of nominally 1.22ML-thick InAs at growth rate 0.53ML/s under TMIn and AsH3 flow rates of
11.8µmol/min and 590µmol/min, respectively (V/III ratio of 50). Nucleated QDs are annealed for 3.5s at the growth temperature
in AsH3 ambient before the deposition of a 156nm-thick InP capping layer (12nm at 493°C, and the remaining 144nm after
increasing the temperature up to 610°C) what finishes the growth sequence.

Supplementary Figure S3 presents the atomic force microscopy (AFM) image of a reference structure that has the same
InAs/InP quantum dots (grown under nominally same conditions) without InGaAs sacrificial layer and metallic mirror (no
processing was done on this structure). We estimate the density of QDs to be 3.1×108/cm2 at the center of the wafer where the
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Supplementary Fig. S3. AFM image of the InP surface with InAs QDs grown in MOVPE under nominally the same conditions as those used
for the imaging.

imaging fields are fabricated.

B. Fabrication of the sample for µPL imaging

Afterwards, SiO2 is deposited in plasma-enhanced chemical vapor deposition (PECVD). This layer is intended to be 358.6nm-
thick. We cover it with a 120nm-thick Al layer deposited via electron-beam evaporation. We bond the flipped structure to the Si
chip carrier utilizing spin-coated AP3000 adhesion promoter and benzocyclobutene (BCB) on Si and AP3000 on the InP wafer.
The bonding is done by applying the force of ∼ 2kN in vacuum at 250°C. The substrate removal step is done by ∼ 60min dip in
HCl and the InGaAs etch-stop layer is subsequently removed in H2SO4:H2O2:H2O=1:8:80 mixture.

Next, by employing electron-beam lithography (EBL) followed by inductively coupled plasma-reactive ion etching (ICP-RIE)
to etch InP down to SiO2, we fabricate square imaging fields with 50µm side-length and alignment marks (AMs) dedicated to
EBL outside the fields. Therefore, we have different AMs for optical imaging (edges of the imaging fields) and for EBL alignment
marks detection (InP crosses). This approach is justified by the simplification of the fabrication flow, as we do not deposit metallic
AMs, relying instead on the outline of the field visible due to the µPL signal scattering from its edges. We check also that the
material contrast between InP and SiO2/Al regions is sufficient for the AM detection during the EBL alignment step.

C. Deterministic fabrication of the cavities

After determining the positions of QDs with respect to the AMs, we continue the deterministic workflow by the nanofabrication
of the cavities. We deposit a 110nm-thick SiNx layer in PECVD on top of the InP membrane as a hard-mask and spin-coat
CSAR e-beam resist on top of it. We expose the resist by the EBL, using the AMs outside the imaging fields in the form of InP
crosses remaining on SiO2. We develop the resist and transfer the cavities to the SiNx hard-mask by employing ICP-RIE with
SF6-based etch recipe. Residual CSAR is stripped in Remover 1165 followed by 10min descum in the barrel-type plasma asher.
Subsequently, the pattern is transferred into the InP layer in ICP-RIE by HBr-based etch.

Supplementary Fig. S4 shows the optical microscope image of the sample’s surface taken at 20×magnification with the cavities
transferred to InP. The imaged fragment of the chip shows a 5×5 pattern of the imaging fields with four InP crosses at the corners
of the pattern. Also visible are additional, 2µm side-length square mesas.

S-III. ACCURACY OF DETERMINATION OF QD POSITIONS FROM µPL MAPS AND FINAL CAVITY POSITIONING

A. Signal-to-noise ratio

Supplementary Fig. S5 shows the histogram of signal-to-noise ratio (SNR) for the mapped QDs. The average SNR is 10.6
which underlines the crucial role of the 7-fold enhancement of the signal intensity for the planar structure by application of the
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Supplementary Fig. S4. The optical microscope image of the sample’s surface taken at 20× magnification with the cavities transferred to InP.

metallic mirror [7]. Based on this result, we deduce that for a sample without such a mirror, the SNR would be roughly 7 times
lower (SNR of about 1.5), which would make the optical localization of QDs impossible (compare with the noise level in Figs. 2e
and 2f in the main text).
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Supplementary Fig. S5. Histogram of signal-to-noise ratio for the recorded QD spots.

B. Localization algorithm

Our algorithm calculates the scaling factor P [px/µm] to change the map unit from pixels (px) to µm. For a given µPL map,
we identify n QD spots and take 2n cross-sections of the map (each QD is sectioned in two directions). The width of each
cross-section is taken to equal a few pixels centered at the QD spot maximum to increase the signal-to-noise ratio (SNR). We
found the best SNR for 10 pixels and used this value consistently.

For the i-th cross-section, we determine the positions Mi,l [px], Mi,u [px]1 of the field boundaries (acting as reference/alignment
marks, AMs; indices l and u stand for lower and upper field boundaries, the same indices are applied also for left and right field

1 For clarity, we use the blackboard-bold font for quantities given in pixels, e. g. M, Q. The normal font is used for the same dimensions given in µm, e. g. Q.
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edges) and Qi [px] for the QD spot position. All values Mi,l , Mi,u, and Qi are the centers of the Gaussian peaks, fitted to respective
maxima on the µPL map cross-section. Additionally, we assume that each field is a square of size F = 50µm.

P is calculated by averaging over all cross-section-related coefficients Pi recorded for a given field (P = P̄i) to ensure its highest
accuracy, according to the formula

P =
1

2n

2n

∑
i=1

Pi =
1

2n

2n

∑
i=1

|Mi,u−Mi,l |
F

. (S8)

Calculating P separately for each map accounts for possible slight changes in the magnification due to defocusing of the sample
surface during the cryostat translation, however, we find very low dispersion of P coefficients for different µPL maps (see the
following section and Supplementary Fig. S6).

Then, the i-th QD position Qi [µm] (vertical or horizontal) is calculated as

Qi =
Qi−Mi,l

P
. (S9)

C. Uncertainty of scaling the µPL maps

The accuracy of the scaling factor ∆Pi for a single (i-th) µPL map cross-section can be calculated by propagating the uncertainties
in Eq. (S8):

∆Pi =

√(
∆Mi,u

F

)2

+

(
∆Mi,l

F

)2

+

(
∆F
F2

)2

.

The uncertainty of the field size ∆F has two contributions, the uncertainty of the electron beam lithography alignment, estimated
to ∆C = 40nm [8] and the over-etching ∆x during the ICP-RIE step (estimated to be up to ∆x = 40nm), potentially influencing F
by 2∆x = 80nm. ∆Mi,u and ∆Mi,l are standard errors of the numerical fitting.

However, to increase the accuracy of the determination of the scaling factor, we average the Pi values for all cross-sections
taken in a particular µPL map, as can be seen in Eq. (S8), so as the uncertainty ∆P we adopt the estimator of the standard error of
mean σ̂P̄i

for the sample defined as a set of all 2n factors Pi = |Mi,u−Mi,l |/F determined for a given µPL map:

∆P = σ̂P̄i
=

σPi√
2n

, (S10)

where σPi is the sample standard deviation.
According to calculated statistics for m = 84 exemplary µPL maps, we can compare the estimators of the standard error of

mean σ̂P̄i
determined separately for each µPL map and reach the following conclusions:

1. We find that the coefficients Pi are very close to each other, evidencing no perceptible elongation or distortion of the
registered images. This can be evaluated by the analysis of the set of calculated (for all m maps) uncertainties ∆P = σ̂P̄i
scaled by the determined P factors: δP = ∆P/P. We plot the histogram of δP in Supplementary Fig. S6 and find the
median value of δP-distribution of 0.06%. In other words, for half of the analyzed maps, the distribution of Pi factors
is sufficiently narrow to determine the P factor with relative uncertainty δP < 0.06%. This value includes the potential
elongation of the image (difference in vertically and horizontally determined Pi factors).

2. The stability of the setup and overall repetitivity of the imaging process is high as the image magnification varies very
little between maps. This can be evaluated by the estimator of the standard error of mean σ̂P̄ calculated not for different
cross-sections [averaging Pi values for a given map, as in Eq. (S8)] but for different maps (averaging P values for all maps).
We obtain σ̂P̄/P̄ = 0.013%. We take this value as the estimation of variation of the setup magnification during the imaging
process.

Then, the accuracy of cavity positioning ∆R depends primarily on the accuracy of the QD localization (∆Q) and EBL alignment
uncertainty ∆C. The ∆Q itself depends on the fit standard errors (∆M, ∆Q), and scaling factor uncertainty ∆P.

D. Image rotation ϕ

Although we carefully align the image of the field with the horizontal and vertical axes of the detector array, we assume that
there can be some indiscernible rotation of the image ϕ on the level of up to a few degrees. Even if this is the case, the rotation
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Supplementary Fig. S6. The histogram of relative µPL map scaling uncertainty δP = ∆P/P for the set of analyzed m = 84 exemplary µPL
maps.

results first in the larger separation between AM peaks in the cross-sections (|Mi,u−Mi,l |/cosϕ instead of |Mi,u−Mi,l |) and
this is translated to scaled P: P→ P/cosϕ , according to Eq. (S8). The distance between lower AM and QD is however also
elongated,

(
Qi−Mi,l

)
/cosϕ instead of

(
Qi−Mi,l

)
. According to Eq. (S9), the new QD position is:

Qi,new =

(
Qi−Mi,l

)
/cosϕ

P/cosϕ
= Qi,

so that the slight image rotation has no influence on the determination of QD position Qi in our approach.

E. One-dimensional QD position ∆Qi

The determination of i-th QD position Qi is influenced by the scaling factor uncertainty ∆P, as well as QD (∆Qi) and lower AM
(∆Mi,l) fit uncertainties (standard errors of the numerical fitting), and is calculated by propagating the uncertainties, according to
Eq. (S9):

∆Qi =

√√√√
(

∆Qi

P

)2

+

(
∆Mi,l

P

)2

+

((
Qi−Mi,l

)
∆P

P2

)2

. (S11)

F. Two-dimensional QD position ∆Q

We combine the one-dimensional QD position uncertainties ∆Qi into the two-dimensional uncertainty using the formula

∆Q =

√
(∆Qh)

2 +(∆Qv)
2, (S12)

where ∆Qh, ∆Qv are ∆Qi values calculated according to Eq. (S11) for horizontal and vertical cross-sections. We use the ∆Q value
to determine the accuracy of our µPL imaging method.

G. Distance between QD position and cavity center R – accuracy of cavity positioning ∆R

We express the uncertainty ∆R of the expected distance R = 0 between the QD position and the cavity center as

∆R =

√
(∆Q)2 +(∆C)2. (S13)
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H. Example calculations for QD-CBGs #1–#3

Finally, in Supplementary Tab. S1 we show the uncertainties involved in the determination of the QD position ∆Qi accordingly
to Eq. (S11) and of the accuracy of cavity positioning ∆R accordingly to Eq. (S13) for three exemplary QD-CBGs #1–#3,
described in the article (QD-CBG #1 and QD-CBG #2) and in the following part of the Supplemental Material (QD-CBG #3).

Supplementary Table S1. Uncertainties involved in the determination of accuracy of cavity positioning ∆R for exemplary devices QD-CBGs
#1–#3.

Device Orientation ∆Qi/P ∆Mi/P
(
Qi−Mi,l

)
∆P/P2 ∆Qi ∆Q ∆R

QD-CBG #1
Vertical 61.0nm 14.4nm 19.9nm 65.8nm

141.9nm 147.4nm
Horizontal 120.0nm 29.0nm 23.5nm 125.7nm

QD-CBG #2
Vertical 61.9nm 12.7nm 20.1nm 66.3nm

137.3nm 143.0nm
Horizontal 115.7nm 26.1nm 20.2nm 120.2nm

QD-CBG #3
Vertical 112.2nm 20.7nm 12.0nm 114.7nm

132.9nm 138.8nm
Horizontal 59.5nm 19.5nm 24.6nm 67.2nm

I. Calculation of the diffraction-limited spot size

In this and the following subsections, we consider a QD as a point light source and calculate the expected observed width of
such a source in our imaging setup shown in Fig. 2a of the main text. Its emission can be described by the point spread function
(PSF) of the setup, which for the approximation of 2D paraxial wide-field fluorescence microscope forms an Airy disc (first-order
Bessel function of the first kind) [9].

Our QD localization algorithm uses the approximation of the Bessel function by the Gaussian profile, which we use for fitting
the QD- and AM-related signal in the cross-sections of µPL maps.

First, we calculate the standard deviation σdiff of the Gaussian curve that best approximates the PSF of our setup according to
the formula [9]:

σdiff ≈ 0.21
λQD

NA
= 0.501µm (S14)

with employed NA = 0.65 and λQD = 1.55µm. Then, we translate σdiff to full width at half-maximum (FWHM) as

FWHMdiff = 2
√

2ln2×σdiff ≈ 1.18µm. (S15)

J. Statistics on QD spot size and the accuracy of QD positioning

We take the calculated FWHMdiff = 1.18µm (see previous section) as the diffraction-limited spot size and compare it with
the histogram of all FWHM values for registered QD spots in Supplementary Fig. S7a. The medians for the registered FWHM
values are similar for horizontal and vertical cross-sections, 1.62µm and 1.58µm, respectively, which is ∼35% more than the
calculated FWHMdiff. Almost all registered FWHM values are lower than 2×FWHMdiff. Therefore, our imaging setup operates
close to the diffraction limit with residual broadening originating most probably from the cryostat window between the QDs and
microscope objective [10]. The similarity between horizontal and vertical spot widths is evidenced by the histograms of ratios
between the widths of the fitted horizontal and vertical cross-sections of the QD Gaussian profiles ("Vertical-to-horizontal spot
width"), presented in Fig. S7b. The average ratio is determined as 99.78%, in other words, it differs only by 0.22% from the ideal
case unity ratio. The standard sample deviation for the ratio values distribution is calculated to be σ = 19.24%.

As expected, the fitting uncertainty ∆Qi/P is correlated with the QD brightness, here estimated by the Gaussian fit area, and the
corresponding plot is shown in Supplementary Fig. S7c. We find a strong negative correlation between considered fit parameters
(Pearson correlation coefficient of −0.68 and −0.73 for horizontal and vertical cross-sections, respectively).

Supplementary Figure S7d presents the fitting uncertainty for QD positions ∆Qi/P, separately for horizontal and vertical
cross-sections. The uncertainty is defined as the standard error of the fitting procedure for estimation of the center of the Gaussian
profile and in all analyzed cases, the obtained values form positively skewed distributions that follow the log-normal distribution,



A.2 SM for Quantum dots in nanocavities resulting from deterministic processing
189

S-9

(a) (b)

(d)

0.5 1.0 1.5 2.0 2.5 3.0
0%

5%

10%

15%

20%  Horizontal

 Vertical

R
e
la

ti
v
e
 F

re
q
u
e
n
c
y

QD spot width - Gaussian FWHM (mm)

F
W

H
M

d
if
f =

 1
.1

8
 m

m

2
´
F

W
H

M
d

if
f

104 105
20

100

400

104 105

Q
D

 p
o

s
it
io

n
 u

n
c
e

rt
a

in
ty

 (
n

m
)

QD Gaussian fit area (arb. u.)

Horizontal Vertical

(e)

0 25 50 75 100
0%

5%

10%

15%

20%
 Horizontal

 Vertical

R
e
la

ti
v
e
 F

re
q
u
e
n
c
y

AM position fit uncertainty (nm)

0 50 100 150 200 250 300
0%

5%

10%

15%

 Horizontal

 Vertical

R
e
la

ti
v
e
 F

re
q
u
e
n
c
y

QD position fit uncertainty (nm)

0.0 0.5 1.0 1.5 2.0
0%

5%

10%

15%

20%

R
e
la

ti
v
e
 F

re
q
u
e
n
c
y

Vertical-to-horizontal spot width

(c)

Supplementary Fig. S7. Parameters of fitting the µPL map cross-sections, shown separately for horizontal and vertical directions. a, the
histogram of FWHM values for the fits used for the determination of QD position Q compared with the calculated diffraction-limited value
FWHMdiff = 1.18µm [Eq. (S15)] and fitted with the normal distribution curves, b, histogram of the ratio between the widths of the fitted
horizontal and vertical cross-sections of the QD Gaussian profiles, based on the panel (a), c, QD position fit uncertainty ∆Q/P as a function of
the QD fit area, d, histogram of the QD position fit uncertainty ∆Q/P, e, AM position fit uncertainty ∆M/P. Histograms in panels (d) and (e)
are fitted with log-normal distributions.

as shown with fit curves. The medians for ∆Qi/P are 88.6nm and 73.6nm for horizontal and vertical cross-sections, with 24% of
vertical uncertainties being below 50nm.

Finally, we analyze the fitting uncertainty for AMs positions ∆Mi/P, as it influences the uncertainty of QD position ∆Qi
determination via Eq. (S11). The medians for ∆Mi/P distributions, shown in Supplementary Fig. S7e, are 24.1nm and 35.1nm
for horizontal and vertical cross-sections. Importantly, 83% of horizontal and 95% of vertical cross-section uncertainties ∆Mi/P
are below 50nm.

Based on these considerations and the correlation between QD spot brightness and uncertainty of QD position fit ∆Qi/P, we
estimate that working with only the brightest QD spot in each imaging field (due to the average number of NF ≈ 10 spots detected
per field, this amounts to limiting cavity fabrication to 10% of the registered spots), our fitting accuracy would be ∆Qi/P< 53.2nm
and ∆Qi/P < 37nm for horizontal and vertical cross-sections (10th percentiles for the uncertainties distributions). Taking medians
for the fitting uncertainty of AMs positions ∆Mi/P, we find the uncertainty of QD localization ∆Q < 80.1nm, cf. Eq. (S12).
Including the electron beam lithography uncertainty ∆C = 40nm, we find the total uncertainty of cavity placement ∆R < 90.3nm,
according to Eq. (S13) (see Supplementary Tab. S2). Here, we assume

(
Qi−Mi,l

)
= 25µm (center of the field) and for ∆P we

take the median value of standard error of mean σ̂P̄i
calculated for 84 exemplary µPL maps.

Supplementary Table S2. Uncertainties involved in the determination of the accuracy of cavity positioning ∆R for an example of a QD with low
uncertainty of fitting the QD positions ∆Qi/P – corresponding to a QD being in the 10% of the brightest spots.

Orientation ∆Qi/P ∆Mi/P
(
Qi−Mi,l

)
∆P/P2 ∆Qi ∆Q ∆R

Horizontal ≤ 53.2nm 24.1nm
15.1nm

< 61.1nm
< 80.1nm < 90.3nm

Vertical ≤ 37nm 35.1nm < 53.2nm
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S-IV. OPTICAL SETUPS

Supplementary Fig. S8a presents the setup used for spectroscopy studies of fabricated devices (µPL, extraction efficiency
determination, time-resolved µPL), while the above-band autocorrelation histograms are recorded in a setup shown in Supplemen-
tary Fig. S8b. Details of the equipment used are given in the Methods section.

Single-mode fiber

Objective

NA = 0.4, 20x

QD in the

cryostat

1D InGaAs

detector

Lens

Fiber

coupler

(a)

Long-pass

filter Laser

PL signal

Beam splitter

SNSPD

Monochromator

Laser

NA = 0.7, 100x

Band-pass

filter

s

Fiber

beam-splitter

(b)

Supplementary Fig. S8. Simplified schemes of the experimental setups used for the device characterization. a, the optical setup used
for the determination of the photon extraction efficiency and time-resolved µPL, b, setup used for autocorrelation experiments. SNSPD –
superconducting nanowire single-photon detector.

S-V. DETERMINATION OF THE PHOTON EXTRACTION EFFICIENCY

To determine the value of photon extraction efficiency η , we calibrate the optical setup shown in Supplementary Fig. S8a
and calculate its efficiency ηSetup as a multiplication of the transmission of all optical elements and of the efficiency of fiber
in-coupling and superconducting nanowire single-photon detector (SNSPD) quantum efficiency. We start with reflecting the
laser tuned to 1.55µm off a silver mirror placed in the setup instead of the structure. The signal emitted from the sample passes
through the elements enumerated in Supplementary Tab. S3, given with their measured transmission efficiencies. For SNSPD, we
take nominal efficiency. We obtain ηSetup = (1.10±0.17)%, where the uncertainty is calculated by propagating the assumed
uncertainties of transmission of the consecutive elements.

Supplementary Table S3. The transmission of the optical components in the setup used for determination of photon extraction efficiency, as
shown in Supplementary Fig. S8a.

Element Transmission/Efficiency

cryostat window (90±2)%

microscope objective (55±3)%

beam splitter (38±2)%

a set of mirrors (85±5)%

focusing lens and long-pass filter (93±2)%

monochromator (27±5)%

mirrors for signal coupling (96±2)%

fiber in-coupling (41±10)%

fibers and their connections (80±10)%

SNSPD efficiency (87±3)%

Total setup efficiency ηSetup (1.10±0.17)%
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Then, we excite the QDs off-resonantly with a pulsed laser diode with frep = 80MHz repetition rate at the saturation power for
each QD. We collect the emission with the microscope objective (NA = 0.4) and take the SNSPD count rate nQD for the most
intense QD lines, and correct them by ηSetup and frep according to the formula

η =
nQD

frep×ηSetup
. (S16)

The uncertainty of the photon extraction efficiency for QD-CBG #1 and #2 are calculated by propagating the uncertainties as

∆η =

√√√√
(

∆nQD

ηSetup

)2

+

(
nQD∆ηSetup

η2
Setup

)2

, (S17)

with ∆nQD = 1000 and ∆ηSetup = 0.17%. This method assumes unity internal quantum efficiency of QDs (ηint = 100%), so that
the QD photon emission rate equals frep. It is however difficult to determine experimentally the contribution of non-radiative
recombination and hence the real value of ηint. The assumption of ηint = 100% thus sets a lower limit of η due to a possible
overestimation of the total number of photons emitted by the QD.

S-VI. SUPPORTING µPL DATA FOR QD-CBG DEVICES

A. QD linewidths

Supplementary Figure S9 presents the histogram of linewidths for all 102 found QDs emitting in the CBGs. We use the FWHM
of the fitted Gaussian profiles to describe the linewidth and find that the median linewidth is 0.76nm, 1st quartile 0.52nm, and the
minimal value 0.14nm. Additionally, the linewidths for QD-CBGs #1–#3 are shown in Supplementary Tab. S4.
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Supplementary Fig. S9. The histogram of linewidths for QDs in CBGs (FWHM of fitted Gaussian profiles).

Supplementary Table S4. µPL linewidths of QD-CBGs #1–#3.

QD QD linewidth in µPL

QD-CBG #1 0.47nm

QD-CBG #2 0.17nm

QD-CBG #3 0.19nm
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B. Time-resolved µPL
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Supplementary Fig. S10. Additional µPL data. a, Histogram of recorded decay times for reference QD trion lines; arrow points to the QD
shown in Fig. 3b in the article and in panel (c), b, µPL spectrum for QD-CBG #3, c, time-resolved µPL time traces for QD-CBG #3 and the
reference QD.

Supplementary Figure S10 shows the µPL data supporting the determination of FP. We focus on an additional QD-CBG #3
with a well-isolated transition line, analogous to QD-CBGs #1 and #2 presented in the article, Fig. 3.

Fig. S10a shows a histogram of recorded decay times for the reference QD trion lines. The time-resolved µPL results for
eight QDs found in the area outside the fabricated cavities with intense trion lines indicate a considerable scattering of the decay
times, with minimal and maximal registered times 1.59ns and 2.69ns and the average decay time τref = 1.99ns. The standard
deviation of the fitted normal distribution is 0.44ns and the standard error of mean is 0.16ns. We take the average decay time
τref = (1.99±0.16)ns to calculate the FP according to formula FP = τref/τcav.

Fig. S10b shows the spectrum of QD-CBG #3, and Fig. S10c presents time-resolved µPL decay traces in analogy to Fig. 3b of
the article, where the same reference time trace is presented. Decay time for QD-CBG #3 is the same as for QD-CBG #2 within
the fitting accuracy, τ#3 = τ#2 = (0.53±0.01)ns, what translates to FP = 3.75±0.30.

C. Temperature-dependent µPL
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Supplementary Fig. S11. Analysis of the temperature-dependent µPL spectra for QD-CBG #2. a, Temperature-dependent µPL spectra for
QD-CBG #2, overlapped with the cavity mode. b, Arrhenius plot for the integrated µPL intensity for three QD lines, indicated with the same
symbols in panel (a). Inset: close-up of the marked region. c, µPL emission energy for the same QD lines. Black symbols stand for another
QD-CBG device, with QD and cavity mode energies tracked up to T = 70K. The mode crossing characteristic for the weak QD-cavity coupling
regime is visible.
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We record the temperature-dependent µPL signal for QD-CBG #2 in the temperature range of T = 4.2K to 70K under the
continuous-wave (cw) excitation and present the stacked spectra in Fig. S11a. Three emission lines, marked with rings, can
be identified and their emission intensity and energy tracked as the temperature is increased. We plot also the mode profile for
reference. Note the ∼ 2nm redshift of the most intense line from the central wavelength of the cavity.

The µPL intensities change differently for lines with emission energy lower vs. higher compared to the mode profile. The
short-wavelength lines, marked with red and blue rings, are tuned across the mode profile as the temperature raises. Their µPL
intensity quench is greatly suppressed, in fact, the intensity of the line marked with a red circle has a maximum at T = 50K. The
behavior for the long-wavelength line, marked with a green ring, is opposite and its intensity quenches fast.

The temperature-dependent µPL intensity for the most intense line marked with the green ring is fitted with a standard formula
assuming two activation processes [11]:

I (T ) =
I0

1+B1 exp(−Ea,1/kBT )+B2 exp(−Ea,2/kBT )
, (S18)

where I0 is the µPL intensity for T → 0, Ea,1 and Ea,2 are activation energies, and B1 and B2 are relative rates corresponding to
the efficiency of involved processes. We achieve the activation energies of Ea,1 = (6.9±0.8)meV and Ea,2 = (27.9±3.1)meV.
We note that Ea,2 is similar to the activation energy ERef = (23.6±0.8)meV found for a CX line from analogous QDs [7].
Accordingly to Ref. [12], this activation energy can be attributed to the charge transfer to higher orbital states, based on the
band structure calculations within the 8-band k · p framework. Hence, another mechanism is responsible for the identification
of Ea,1 energy which is absent in the case of high-energy lines (blue and red circles, see Supplementary Fig. S11b). This can
potentially be associated with the enhancement of the QD emission rate when the overlap between the line and the mode energy is
maximized.

In Supplementary Figure S11c we plot the temperature dependence of the emission energy for lines analyzed in Supple-
mentary Fig. S11b and, additionally, for another investigated QD-CBG device, where the observation of the crossing of the
temperature-tuned QD line and the cavity mode under high power off-resonant cw excitation was possible due to the QD energy
being higher than the mode energy at T = 4.2K. The temperature-induced evolution of cavity mode energy (black open squares)
can be compared with the QD lines, evidencing a weaker temperature dependence, as expected for the cavity mode.

S-VII. QUANTUM OPTICS EXPERIMENTS

A. Off-resonant autocorrelation data for QD-CBG #2
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Supplementary Fig. S12. Analysis of the second-order autocorrelation function g(2)(τ) of the photons emitted from QD-CBG #2 under pulsed
off-resonant excitation for laser excitation power P corresponding to saturation of the CX line. a, b, The recorded histogram c, Normalized
maximum number of coincidences for all 1260 registered peaks for positive delays of histogram shown in (b).

Supplementary Figure S12 shows the autocorrelation histogram recorded under pulsed off-resonant excitation for QD-CBG #2.
We do not observe blinking there, as the normalized coincidences in consecutive peaks (maximum number of coincidences
without fitting) in the g(2)(τ) histogram is at a constant level (Supplementary Fig. S12c). We show data for all registered 1260
peaks, i. e. up to τ = 16.7µs delay. Fluctuation in the data originates in the discretization of the g(2)(τ) due to finite time binning
in the experiment. The blinking would indicate the occupation of a meta-stable QD state [13], originating, e. g., in the emission
wavelength fluctuations due to nearby defects [14] or trapped charges [15].

We fit the histograms with the function [16, 17]:

C(τ) = B+A
[
exp(−|τ|/τdec)− exp

(
−|τ|/τcap

)]
+H ∑

n6=0
exp(−|τ−nτ0|/τdec) , (S19)
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where B is the level of background coincidences, A is a scaling parameter related to secondary photon emission, n 6= 0 is the peak
number, τ0 is the laser pulse period, and H the average height of the peaks at τn = nτ0. The second-order correlation function
g(2)(τ) is then obtained by normalizing C(τ) with (H +B).

The time-independent level of background coincidences B originates from the detector dark counts and uncorrelated photons
contributing to the registered histograms. Our approach allows taking into account only coincidences caused by the QD signal. We
define the purity as the ratio between the QD emission coincidences registered at τ0 peak (area of this peak) to the average number
of coincidences (peak area) registered at τn6=0 peaks. Then, the g(2)(0) value is calculated by first subtracting the background
contribution B, integrating the areas under the central peak and under the non-zero peaks, and dividing these two integrals,
according to the formula:

g(2)(0)fit =

∫ τ0/2
−τ0/2 A

[
exp(−|τ|/τdec)− exp

(
−|τ|/τcap

)]
dτ

∫ τ0/2
−τ0/2 H exp(−|τ|/τdec)dτ

. (S20)

Supplementary Table. S5 summarizes the fit parameters for off-resonant autocorrelation histograms obtained for 0.5×Psat and
Psat excitation power. The uncertainties are determined from the fit uncertainties and propagated in the case of g(2)(0)fit which is
calculated from the fit parameters.

Supplementary Table S5. Fitting parameters for off-resonant autocorrelation measurement.

Off-resonant excitation power

Fit parameter 0.5×Psat Psat

Background contribution, B 14.4±2.0 10.2±0.7

Scaling of the center peak, A 54±15 67±19

Height of τn 6=0 peaks, H 187±10 288±3

Laser period, τ0 (13.15±0.01)ns (13.14±0.01)ns

Decay time, τdec (678±5)ps (721±10)ps

Recapture time, τcap (544±76)ps (196±98)ps

g(2)(0)fit, Eq. (S20) 0.05±0.02 0.17±0.03

B. Microphotoluminescence excitation spectroscopy of QD-CBG #2

The two-photon interference experiments were carried out under quasi-resonant excitation conditions. The exact excitation
energy was determined based on the microphotoluminescence excitation (µPLE) experiment conducted with a pulsed tunable
laser with 5ps-long pulses and 80MHz repetition rate. The excitation laser wavelength was varied in the range of 1470-1540nm
at constant average excitation power of 25µW measured in front of the cryostat window. In the µPLE map, shown in Sup-
plementary Fig. S13a, a clear maximum is visible at the wavelength 1484.2nm, corresponding to 835.37meV photon energy
which was used for all experiments described in this section. The energy difference of 37.57meV (see the map cross-section in
Supplementary Fig. S13b) coincides reasonably well with the LO phonon energy of InP of 43.4meV at low temperature [18].
Simultaneously, the measured energy difference is far above the calculated trion p-shell splitting of about ∼ 20meV [12] for QDs
very similar in size and chemical composition (P admixture) to the ones investigated here. Therefore, we assume that the applied
quasi-resonant excitation of the QD is LO-phonon-assisted.

The comparison of the time-resolved µPL time traces for the trion line in QD-CBG #2 for quasi- and off-resonant excitation,
shown in Supplementary Fig. S13c, confirms the accelerated relaxation of the excited state by the reduced decay time under for
the quasi-resonant excitation.

C. Quasi-resonant autocorrelation data for QD-CBG #2

The single-photon purity was verified in autocorrelation measurements taken at various excitation powers to identify the
contribution of multi-photon emission and unsuppressed reflected laser light which lead to erroneous coincidences in HOM
measurements. The lowest g(2)(0) value was found for the excitation power of 1.5µW, and the corresponding autocorrelation
data is shown in Fig. 4a of the main text. In this configuration, the autocorrelation histogram was measured directly through the
HOM setup to make sure that no reflected laser obscures the HOM experiment. Increasing the excitation power is favored by
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Supplementary Fig. S13. a, Microphotoluminescence excitation map of QD-CBG #2. b, Cross-section of the map taken at the center of the
QD-CBG #2 emission line, revealing the quasi-resonant excitation energy of ∼ 0.835eV used to excite the QD for the indistinguishability
measurements. The energy difference corresponds to the detuning of ∼ 37meV from the emission energy. c, Time-resolved µPL data for line in
QD-CBG #2 for quasi- and off-resonant excitation.

increasing the signal-to-background ratio as long as the QD is in the linear response regime. On the other hand, increasing the
excitation power once the QD emission intensity is saturated results mostly in the increase of the background counts due to the
cavity being fed by other sources. They mostly originate in the low-energy tail of the wetting layer emission or radiative defects
present in the sample.
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Supplementary Fig. S14. a, Excitation-power dependent µPL intensity of the line in QD-CBG #2 under quasi-resonant excitation with the
powers chosen for HOM measurements marked. b, c, Autocorrelation histograms for QD-CBG #2 under (b) Pexc = 0.6µW (0.02×Psat),
(c) Pexc = 40µW (Psat). Orange boxes mark the region that is zoomed in at the bottom.

The low power autocorrelation measurement taken using the HOM configuration leads to an integrated g(2)(0)raw =
(3.2±0.6)×10−3 which confirms the suppression of the excitation laser in preparation for the HOM experiment.

To fit the autocorrelation histograms we modify Eq. (S19) used for fitting off-resonant data, as we do not observe background
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counts (B = 0) and no carrier recapture so that the new formula reads

C(τ) = c ·
(

g(2)(0)fit exp(−|τ|/τdec)+ ∑
n6=0

exp(−|τ−nτ0|/τdec)

)
, (S21)

where c is a global normalization factor.
The extracted fit parameters for the quasi-resonantly excited autocorrelation data shown in the main text and in Supplemen-

tary Figs. S14b-S14c are shown in Supplementary Tab. S6. Note that in real applications temporal filtering is not always possible
which is why we state also the integrated value. For that, we integrate all coincidences in a window of ±6ns around each peak in
the histogram. Then, we divide the sum of coincidences in the center window by the average of the sums in all side windows, as
no blinking is present. The uncertainty is based on the variance of integrated side peak areas.

Supplementary Table S6. Fitting parameters for quasi-resonant autocorrelation measurement.

Quasi-resonant excitation power

Fit parameter Pexc = 0.6µW (0.02×Psat), Fig. S14b Pexc = 1.5µW (0.04×Psat), Fig. 4a Pexc = 40µW (Psat), Fig. S14c

Decay time, τdec (606±3)ps (584±3)ps (591±7)ps

Laser period, τ0 (12.49±0.01)ns (12.49±0.01)ns (12.49±0.01)ns

g(2)(0)fit (5.6±5.0)×10−3 (4.7±2.6)×10−3 (9.81±1.94)×10−2

g(2)(0)raw (4.2±0.2)×10−3 (3.2±0.6)×10−3 (8.75±4.88)×10−2

D. Indistinguishability measurements and data analysis

Supplementary Fig. S15 presents the configuration of the experimental setup applied to record the HOM histograms. The 4ns
excitation delay is compensated on the detection side. A cross-polarization setup suppresses the reflected laser light and a 0.4nm
fiber bandpass spectrally filters the emission. The HOM setup consists of a 50:50 free-space beam splitter and a 50:50 fiber beam
splitter in which the interference takes place. The fiber in-coupling can be translated for optimization of the temporal matching
and the polarization is set in free space via waveplates and confirmed with a polarimeter.

50:50 BS LP 𝜆/2
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Supplementary Fig. S15. The HOM experimental setup. BS – beam splitter, λ/2, λ/4 – half and quarter wave-plate, SNSPD – superconducting
nanowire single-photon detector.
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The indistinguishability measurements were performed with a 4ns delay. To do so, the train of laser pulses arriving every
12.5ns was split on the excitation side into two pulses separated by a delay of 4ns which was compensated on the detection side,
to interfere subsequently emitted photons in a fiber beam splitter. The laser was tuned to excite the QD-CBG quasi-resonantly for
three excitation powers, Pexc = 0.6µW (0.02×Psat), Pexc = 1.5µW (0.04×Psat), and Pexc = 40µW (Psat).

The obtained histograms are composed of a characteristic pattern of 5 peaks repeated every 12.5ns corresponding to the 80MHz
repetition rate of the excitation laser. They are related to coincidences resulting from consecutive photons taking different paths
in the imbalanced Mach-Zehnder interferometer (MZI). There are 5 possible final delay combinations leading to the observed
pattern [19]. For the Poissonian statistics of the emission, the intensity ratio of the 5 non-central peaks is expected to be 1:4:6:4:1,
whereas for the center peak (produced by coincidences originating in the pair of laser pulses separated by 4ns), indistinguishable
single photons produce the combination of coincidences 1:2:0:2:1 in contrast to 1:2:2:2:1 for completely distinguishable photons.

The figure of merit for the photon indistinguishability can be extracted from HOM measurements in different ways. Typically,
the amount of coincidences in the case of expected indistinguishability is compared to the number of coincidences for expected
maximum distinguishability, either at cross-polarized interference or from different laser pulses (photons that have not interfered).
As the second approach with side peaks is more susceptible to blinking and imperfect setups, we determine the indistinguishability
from the comparison of co- and cross-polarized HOM measurements and extract the visibility as the ratio of the central peak areas
via

V = 1−ACo/ACross, (S22)

while we still mention the values obtained from the side peak method for completeness at the end of this section. In order to extract
also other physical quantities and to compensate for statistical fluctuations the data is fitted according to the model described
below and the areas ACo = A3 for the co-polarized case and ACross = A3 for the cross-polarized case are obtained.

To properly fit the entire HOM coincidence histograms one has to keep in mind that the areas of the ±4ns side peaks belonging
to a laser pulse at the time delay τ = 0ns already overlap with the areas from the side peaks originating from the ±8ns laser
excitation at τ = ±12.5ns (as they are present in the histogram at ±4.5ns), see Supplementary Fig. S16. Consequently, the
individual contributions can be extracted by fitting the data by the sum of all contributions according to the formula. For the HOM
histogram recorded for the co-polarized case, the formula reads

CHOM,Co (τ, [τ1,T2,∆t,τ0,A,B]) = A3 exp(−|τ|/τ1)
(

1−VPS · e−|τ|/T2
)
+ ∑

i={1,2,4,5}
Ai exp(−|τ +∆ti|/τ1) (S23)

+
10

∑
n=−10,n6=0

[
∑

i={1,2,3,4,5}
Bi exp(−|τ +∆ti +n · τ0|/τ1)

]
,

and for the cross-polarized data

CHOM,Cross (τ, [τ1,T2,∆t,τ0,A,B]) = A3 exp(−|τ|/τ1)+ ∑
i={1,2,4,5}

Ai exp(−|τ +∆ti|/τ1) (S24)

+
10

∑
n=−10,n6=0

[
∑

i={1,2,3,4,5}
Bi exp(−|τ +∆ti +n · τ0|/τ1)

]
.

These formulas for the normalized coincidences as a function of the detection time difference τ includes the 4ns delay between
two interfering photons ∆t1−5 = {−8,−4,0,4,8}ns, the 12.5ns initial laser pulse delay τ0, the photoluminescence decay time τ1,
the coherence time T2, the post-selected visibility VPS, the respective peak heights of the center 5-peak-structure A1−5, and the
averaged peak heights of all peaks at higher delays B1−5. The two fits for co- and cross-polarized cases differ only by the existence
of the volcano-shaped dip in the central peak of the co-polarized data, being the fingerprint of the two-photon interference. The
post-selected visibility is the value one obtains also when comparing the center peak contribution of the co- and the cross-case at
τ = 0 as then

VPS = 1− CHOM,Co(τ = 0)
CHOM,Cross(τ = 0)

= 1− A3(1−VPS)

A3
. (S25)

The simulated histograms for our experimental parameters expected from this model are shown in Supplementary Fig. S16 top
and bottom for perfectly indistinguishable and distinguishable photons, respectively.

While the fitted histogram for 0.04×Psat is presented in the article, Fig. 4b, the fitted histograms for 0.02×Psat and Psat
excitation powers are shown in Supplementary Fig. S17 and the extracted parameters in Supplementary Tab. S7. All fits were
done on the unbinned raw data without correcting for finite g(2)(0), as the obtained g(2)(0) values are small. Additionally, the fits
do not include corrections for the detector time response or subtracting a fixed background. The uncertainties are determined from
the fit errors and propagated whenever a quantity was calculated from the fit parameters.
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delay and laser repetition of τ0 = 12.5ns, a, for perfectly indistinguishable photons, and b, for maximally distinguishable photons. The black
lines represent the fits according to Eqs. (S23)–(S24) that include all contributions, plotted for τ1 = 550ps lifetime.
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Supplementary Fig. S17. Comparison of HOM histograms taken at a, 0.02×Psat and b, Psat excitation power. HOM measurement recorded for
0.02×Psat shows higher indistinguishability and longer coherence time than the one taken at Psat, see Supplementary Tab. S7.

One can clearly see from the graph that the photon indistinguishability is reduced at higher power, as evidenced by the larger
central peak area. That is confirmed also by the extracted visibilities of (22.1±8.9)%, (19.3±2.6)% and (11.3±2.3)% for
low to high power. That is partly due to a worse single-photon purity at Psat (see Supplementary Fig. S14c) but mainly due to a
reduced coherence, as indicated by the narrower central dip at higher excitation power. We find that the coherence time T2 is
reduced from (176±9)ps over (103±13)ps to (74±6)ps with the increasing excitation power. The extracted post-selected
values are VPS = (80±13)%, (99±6)% and (84±3)% without clear dependence on the excitation power within the determined
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Supplementary Table S7. Extracted fitting parameters for recorded HOM histograms. MFR – mean fit residuals.

Quasi-resonant excitation power

Fit parameter 0.02×Psat, shown in Fig. S17a 0.04×Psat, shown in Fig. 4b Psat, shown in Fig. S17b

Co-pol areas A, B




1.00±0.11

2.08±0.11

1.77±0.21

2.14±0.11

1.38±0.11




,




1.00±0.06

4.23±0.05

6.66±0.04

4.55±0.05

1.27±0.06







1.00±0.04

1.84±0.04

1.68±0.05

1.95±0.04

1.03±0.04




,




1.00±0.02

3.76±0.02

5.69±0.02

3.75±0.02

1.03±0.02







1.00±0.02

1.96±0.02

2.02±0.03

1.92±0.02

0.95±0.02




,




1.00±0.01

3.78±0.01

5.68±0.01

3.75±0.01

0.98±0.01




Cross-pol area A3, 2.28±0.04 2.08±0.04 2.27±0.06

Lifetime, τ1 (559±4)ps (553±2)ps (563±7)ps

Coherence time, T2 (176±9)ps (103±13)ps (74±6)ps

VPS (80±13)% (99±6)% (84±3)%

MFR, Co fit 0.0812 0.0286 0.0158

MFR, Cross fit 0.0280 0.0280 0.0526

TPI visibility, V (22.1±8.9)% (19.3±2.6)% (11.3±2.3)%

fit uncertainty and mainly limited by the detector timing resolution. The larger uncertainties for the fit parameters for the HOM
histogram recorded at 0.02×Psat are caused by the lower gathered statistics as indicated also by the larger mean fit residuals
(MFR) for the fit of the co-polarized case (0.0812 vs. 0.0280). Note that for the same reason, the deviation from the expected
peak ratios is larger in this case as well. The remaining deviations from the expected 5-peak-ratios (A, B) can also be caused by
unequal transmissions in the two arms of the MZIs.

As mentioned at the beginning of this section, in addition to comparing the areas of the co- and cross-polarized central peak,
the indistinguishability can also be extracted by comparing the areas of the central to the outer peaks for only the co-polarized
data. This analysis of the low-power HOM histogram is presented in Supplementary Fig. S18. Evaluating the visibility from
the extracted center A3 and side peak areas A2,A4, and calculating the visibility as Vsidepeaks = 1− 2A3/(A2 +A4) leads to
(15.9±9.9)% for the low excitation power (0.02×Psat), which agrees with the visibility result reported above obtained from
the co-cross-comparison. The uncertainty is however larger, as the fitting relies on successfully separating the overlapping peak
contributions.

Importantly, the obtained visibilities and the post-selected values compare favorably with the reports for GaAs-based QDs
emitting at C-band [20–22]. For planar QDs, a visibility of (14.4±1.5)% has been reported under pulsed resonant excitation [21]
while the raw visibility value of (71±15)% was obtained under two-photon-resonant cw excitation [20]. Values obtained under
cw excitation can be related to the post-selected values determined from pulsed excitation. For QDs placed non-deterministically
in CBGs, the only reported visibility so far is (8.1±3.4)% and the post-selected on the order of 60% [22].
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