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Streszczenie

Uczenie reprezentacji wizualnej umozliwia wydobycie istotnych informacji ze scen
zawartych na obrazach i materiatach wideo, co stanowi fundament wielu zastosowan w
dziedzinie wizji komputerowej. Globalne metody uczenia reprezentacji zazwyczaj tacza
wszystkie elementy sceny w jedno osadzenie, co utrudnia precyzyjne rozrdznianie
poszczegdlnych obiektéw. Uczenie reprezentacji wielu obiektow modeluje sceny jako zbiory
odrebnych encji, co pozwala na ustrukturyzowang analize scen, podobng do ludzkiego
sposobu ich postrzegania. Jest to kluczowe dla zadan takich jak rozumowanie wizualne,
Sledzenie obiektéw czy robotyka.

Pomimo znaczgcych postepdéw, w tym obszarze nadal istnieje kilka wyzwan. Wczesne
rozwigzania polegaty na wnioskowaniu sekwencyjnym, co ograniczato skalowalnos¢ do
ztozonych wizualnie scen. Metody oparte na konwolucyjnych siatkach cech poprawity
efektywnos¢ wykrywania obiektow, jednak wcigz wymagaty sekwencyjnego przetwarzania
wycinkdw obiektéw oraz nie potrafity tworzy¢ reprezentacji przy zmiennych rozmiarach
obiektow z powodu sztywnej rozdzielczosci map cech. W petni nienadzorowane podejscia
czesto nie mogty niezawodnie rozrdzniac poszczegolnych obiektéw w realistycznych scenach,
taczac wiele z nich jako jedno osadzenie. Rozszerzenia temporalne dla filméw wideo pogtebity
te wyzwania, dodatkowo zwiekszajac ztozonosé obliczeniowgq, co ogranicza ich praktyczne
zastosowanie.

Niniejsza rozprawa podejmuje te wyzwania, integrujgc postepy z jednoetapowych
architektur wykrywania obiektdw z metodami uczenia reprezentacji wielu obiektéw, co byto
zainspirowane badaniami nad zastosowaniem cech z modeli detekcji w nawigacji robotycznej
z uzyciem gtebokich modeli uczenia ze wzmocnieniem. Zaproponowano metode SSDIR,
wykorzystujgcg wieloskalowe mapy cech w metodzie kodowania opartej na przestrzennej
siatce cech, wykorzystujgc wstepnie wytrenowang sie¢ do detekcji obiektéw jako fundament
do nienadzorowanego uczenia reprezentacji i precyzyjnego ustalania potozenia obiektow w
ztozonych, rzeczywistych warunkach wizualnych. Metoda RDIR rozszerza model na wideo,
wprowadzajgc architekture rekurencyjng dla spéjnych reprezentacji obiektow w kolejnych
klatkach. Model dyfuzyjny DetDiff, warunkowany reprezentacjami wzbogaconymi przez
detekcje, poprawia zdolnosci generatywne, umozliwiajgc kontrolowane tworzenie obrazéw.
Szerokie eksperymenty potwierdzajg polepszenie jako$¢ reprezentacji i ich efektywne
zastosowanie w zdaniach docelowych, wykazujgc skutecznos$¢ i wszechstronnosc
proponowanych podejs¢ w réznych dziedzinach wizualnych.
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