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Streszczenie

Niniejsza rozprawa przedstawia analize problemu optymalnego zatrzymania postaci

VE(s) = sup B, [ i “(Sdug(s )]
TET

gdzie S; jest procesem dyfuzyjnym ze skokami, T jest rodzing czaséw zatrzymania, natomiast g
i w sa odpowiednio funkcja wyptaty i funkcja dyskontujacg. Zaktadamy ponadto, ze powyzsza
wartosé oczekiwana jest liczona wzgledem miary martyngatowej. Woéwcezas, zgodnie z ogolna
teoria wyceny opcji finansowych, wzor ten interpretujemy jako funkcja wartosci nieskoriczonej
opcji amerykanskiej z dyskontowaniem zaleznym od aktywa bazowego. Rozpatrywany przez
nas problem stanowi uogo6lnienie klasycznego przypadku wyceny opcji amerykanskiej ze stalym
dyskontowaniem, tzn. gdy w(s) = r, gdzie r jest stopa wolna od ryzyka. W kontekscie zastosowan
finansowych najczesciej przyjmuje sie, ze funkcja wyplaty jest postaci g(s) = (K — s)* lub
g(s) = (s — K)*, co odpowiada kolejno opcji sprzedazy i opcji kupna. W rozprawie analizujemy
doktadnie pierwszy z tych przypadkdw.

Motywacja do analizy tak zdefiniowanego problemu jest rozwdj instrumentéw finansowych,
w szczeg6lnosci instrumentéw pochodnych, ktéore pojawiaja sie coraz czedciej w literaturze
naukowej. Jest to pewnego rodzaju odpowiedZ na zapotrzebowanie rynkéw finansowych i ich
dynamiczng ekspansje rozpoczeta w drugiej potowie XX w. Rynek pozagieldowy, na ktérym
duze instytucje finansowe, takie jak na przyklad banki inwestycyjne czy fundusze hedgin-
gowe, zawieraja ze soba transakcje, jest stalym polem wyzwan dla naukowcéw prowadzacych
badania w obszarze matematyki finansowej. Jednym z dominujacych zagadnienn wspoétczesnej
matematyki finansowej jest wycena instrumentéw pochodnych, a rynek pozagietdowy umozli-
wia jego uczestnikom stworzenie wilasnych, unikalnych produktéw finansowych, ktore bytyby
zgodne z prognozami i celami danej firmy. Zaliczy¢ do nich mozemy miedzy innymi zabez-
pieczenie przed ryzykiem w sytuacji duzej zmiennosci na gieldach czy spekulacje majaca na
celu przyniesienie nadmiarowych zyskéw. Proces wyceny instrumentéw pochodnych odbywa
sie w Scisty, zmatematyzowany sposéb, dlatego tez wykorzystywany aparat matematyczny jest
stale rozwijany. W przypadku opcji amerykanskich, ktére charakteryzuja sie tym, ze nabywca
moze zdecydowa¢ sie na ich wykonanie w dowolnym momencie czasu trwania kontraktu, proces
wyceny sprowadza si¢ do rozwiazania pewnego problemu optymalnego zatrzymania. W ogdl-
noéci, problemy optymalnego zatrzymania pojawiaja sie w réznych dziedzinach matematyki jak
teoria ruiny, teoria sterowania czy teoria kolejek, ale rowniez w innych naukach, na przyktad
w fizyce. To sprawia, ze badany przez nas problem ma charakter interdyscyplinarny i nie jest
ukierunkowany jedynie na zastosowania w obszarze matematyki finansowej.

Do gléwnych wynikéw pracy zaliczamy udowodnienie wypuktosci analizowanej funkcji
wartosci, okreslenie postaci optymalnego czasu zatrzymania w przypadku opcji sprzedazy i przede
wszystkim uzyskanie jawnego wzoru funkcji wartosci, gdy aktywo bazowe modelowane jest spek-
tralnie ujemnym wyktadniczym procesem Lévy’ego. Formulujemy réwniez szereg pomocniczych



2 STRESZCZENIE (SUMMARY IN POLISH)

twierdzen i lematow, w tym te dotyczace rownania Hamiltona-Jacobiego-Bellmana czy pary-
tetu opcji kupna/sprzedazy. Praca zawiera rowniez cze$¢ numeryczna, w ktorej przedstawiamy
przyktady wzoréw analitycznych funkcji wartosci wraz z wykresami dla réznych funkcji dyskontu-
jacych. Opisujemy rowniez zastosowang metodologie numeryczna, ktéra pozwala nam wyznaczy¢
funkcje wartosci, gdy nie jesteSmy w stanie wyrazié¢ jej wzorem analitycznym.

W rozdziale pierwszym przytaczamy podstawowe informacje i pojecia stosowane w pracy,
takie jak wstep dotyczacy rynkéw finansowych, podstawy teorii wyceny opcji, procesdéw
Lévy’ego i funkcji skalujgcych. Ponadto opisujemy gléwny problem badan wraz z przegladem
literatury i motywacja, ktéra kierowaliSmy sie w analizie tego rodzaju zagadnienia. Pod koniec
rozdzialu prezentujemy notacje stosowana w pracy.

Rozdzial drugi zawiera gléwne wyniki niniejszej rozprawy. W poczatkowej czesci przed-
stawiamy ogodlne zatozenia, na ktorych operujemy. Dotycza one gléwnie rozpatrywanego pro-
cesu dyfuzji ze skokami, ktéry modeluje zachowanie aktywa bazowego. Nastepnie formutujemy
twierdzenie o wypuktosci funkcji wartosci. Jest ono kluczowe przy okresleniu postaci optymalnego
czasu zatrzymania. W dalszej czesci pracy koncentrujemy sie na szczegbélnym przypadku anali-
zowanej przez nas opcji, tzn. opcji sprzedazy, a nastepnie prezentujemy twierdzenia dotyczace
tego instrumentu. W pierwszej kolejnoéci wnioskujemy o postaci optymalnego czasu zatrzyma-
nia, tzn. dowodzimy, ze jest on pierwszym momentem, w ktorym cena aktywa bazowego wpada
w dany odcinek. Wynik ten pozwala nam sformutowaé¢ gtéwne twierdzenie pracy, tj. Twierdze-
nie 3], w ktorym przedstawiona jest jawna postaé¢ funkeji wartosci w przypadku, gdy cena aktywa
bazowego modelowana jest przez spektralnie ujemny wykladniczy proces Lévy’ego. Nastepnie
prezentujemy szczegblne przypadki gtéwnego twierdzenia, gdy aktywo bazowe modelowane jest
geometrycznym ruchem Browna oraz wykladniczym procesem Lévy’ego z ujemnymi skokami
wykltadniczymi. Dla drugiego z wymienionych przypadkoéw pokazujemy, ze funkcja wartosci
sktada sie z tzw. uogdlnionych funkcji skalujacych, ktore sg rozwiazaniami pewnych réwnan
rozniczkowych zwyczajnych. W dalszej czesci rozdziatu udowadniamy, ze rozpatrywany przez nas
problem spelnia réwnanie Hamiltona-Jacobiego-Bellmana i wskazujemy warunki wystarczajace,
aby warunek gtadkosci byt speliony. Dowodzimy takze tzw. parytet opcji kupna/sprzedazy,
czyli zalezno$é¢, jaka zachodzi miedzy funkcja wartosci dla opcji kupna i sprzedazy.

W rozdziale trzecim przedstawiamy numeryczna cze¢sé pracy, tzn. przyklady, ktére demon-
struja analityczne wzory funkcji wartosci wraz z odpowiednimi wykresami dla réznych funkcji
dyskontujacych. Prezentujemy roéwniez metodologie numeryczng do wyznaczenia funkcji wartosci
bazujaca na rozwiazaniu réwnarn roézniczkowych zwyczajnych metoda rozwiniecia funkcji w szereg
Taylora. Procedura ta wykonana jest za pomoca jezyka programowania Python i biblioteki
mpmath uzywanej do arytmetyki zmiennoprzecinkowej na liczbach rzeczywistych i zespolonych
o dowolnie zdefiniowanej precyzji. Pod koniec rozdziatu przedstawiamy wykresy uzyskanych
funkcji wartosci.

Czwarty rozdzial zawiera dowody gltéownych twierdzen, jak réwniez twierdzenn pomocniczych
i lematow.

Treéé rozprawy powstata na podstawie dwoch artykutéw napisanych wspoélnie z promotorem:
Perpetual American options with asset-dependent discounting (ztozony do publikacji i dostepny
pod adresem https://arxiv.org/pdf/2007.09419.pdf)) oraz Pricing perpetual American put
options with asset-dependent discounting opublikowany w czasopi$mie Journal of Risk and Fi-
nancial Management.


https://arxiv.org/pdf/2007.09419.pdf
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Introduction

This thesis provides an analysis of a perpetual American option with asset-dependent
discountingﬂ In a bit of a nutshell, we can say that the problem we consider extends the
classical theory of American option pricing, where a deterministic discount rate is considered.

Before we present the main problem of our deliberation, let us present the basic assumptions
and notation on which we rely throughout this dissertation.

We assume that the uncertainty associated with the stockE| price process S; is described
by a jump-diffusion process defined on a complete filtered probability space (2, F,F,[P) with
natural filtration F = {F; : t > 0} satisfying the usual conditions and P being a risk-neutral
measure under which the discounted (with respect to a risk-free interest rate) asset price process
St is a local martingale. We point out that, as noted in [42 Table 1.1, p. 29|, introducing jumps
into the model implies a loss of completeness of the market, which results in the lack of uniqueness
of an equivalent martingale measure. However, this class of stochastic processes reflects stock
price movements quite accurately. Empirical observations show that the logarithmic prices of
stocks have a heavier left tail than the normal distribution on which the seminal Black-Scholes
model is founded, see e.g. [41]. The introduction of jumps in the financial market dates back to
Merton’s paper [113], who added a compound Poisson process to the standard Brownian motion
to describe the dynamic of the logarithm of stocks more precisely. Since then, there have been
many papers and books working in this set-up, e.g. [42] [133] and references therein. In particular,
[42) Table 1.1, p. 29| gives many other reasons to consider this type of market.

With the general set-up already presented, we can move on to the main topic of the discussion,
which is the analysis of the optimal stopping problem given by

VE(s) 1= sup Eg |e~ Jo @(Swldwgg )| (1)
TeT

where 7 is a family of F-stopping times (7 is a stopping time if 7 : Q — [0, 00] and {7 < t} € F;
for all ¢ > 0), g is a payoff function and w is a discount function. Above E; represents the
expectation with respect to Pg, while Py denotes the measure P when Sy = s. We assume
that the function ¢ is convex and allow w to take negative values. In financial terms, this
function can be interpreted as the value function of a perpetual American optionE| with asset-
dependent discounting and the payoff function g. Typically, the payoff function takes the form
g(s) = (K —s)* or g(s) = (s — K)*, which corresponds to a put and call option, respectively.

Throughout the thesis, we use the terms asset-dependent discounting and functional discounting interchange-
ably.

ZStocks are financial assets, however in this thesis we use interchangeably these terms when we refer to the
process S;.

3To be more precise, one should include additional factor e™"7 in and treat the term e~ Jo @(Sw)dwg(g Y ag
a payoff function in order to describe as the value function of a perpetual American option. Of course, this
corresponds to replacing the discount function w in with its shifted version w — r.

5



6 INTRODUCTION

As we already mentioned, the value function given in is a generalised case for the typical
American option with the deterministic discount rate, that is w(s) = r. In this case, we obtain

Va(s) := sup E; [efrTg(ST)] ,
TET

which represents the perpetual American option’s value function with constant discount rate r.

To emphasise the motivation for the conducted research, let us note that the discount rate
changing in time or a random discount rate is widely used in pricing derivatives in financial
markets. It has proven to be a valuable and flexible tool for determining the value of various
options. Usually, either a discount rate is independent of the asset price or this dependence is
introduced via a correlation between the Gaussian components of these two processes. Our object
of study is completely different. We want to understand an extreme case where we have a robust
and functional dependence between the discount rate and the asset price. One of the advantages
of this type of functional discounting is that an option buyer can customise an option by selecting
an appropriate functional rate according to his risk aversion and the degree of confidence in how
the asset price will look during the whole option’s life. In particular, we look closely at the
American put option with the discount function w having the opposite monotonicity to the
payoff function g. At first glance, such a case seems counterintuitive, since in the case of the put
option, if the asset price is in a higher region, one can expect the discount rate to be lower, while
the opposite effect can be expected for a lower range of asset prices. This dependence somehow
balances the discount function with the payoff function. However, we can think of an investor
who has strong confidence in the movement of the asset price and wishes to make an extra profit
when he/she is right and suffers a more significant loss when he/she is wrong. This concept
resembles an idea that stands behind barrier options. If the investor believes that it is unlikely
that the asset price will hit a given level, he/she can add a knock-out provision with the barrier
set at the support level to reduce the price of the option. By including the barrier provision,
he/she can eliminate paying for these scenarios he/she feels are unlikely. In our approach, we
work in two ways by reducing the premium thanks to improbably incidents from the investor’s
perspective and increasing it for scenarios that are more likely for him/her. Such a description
of the analysed option adequately describes a financial instrument suitable for a risky investor
and due to its complexity can be traded on the over-the-counter market.

Our research focuses only on financial applications, but one can look at optimisation prob-
lem from a broader perspective. In the case of the general theory of stochastic processes,
multiplying by the discount factor e~ Jo @(Sw)dw corresponds to Kkilling a generator of S; by the
potential w. The killing by potential w has been known widely in physics and other applied
sciences. Therefore, formula ([I) can be seen as a specific functional that describes the gain or
energy, and the goal is to optimise it by choosing the optimal stopping time.

The first main goal of this dissertation is to find a closed-form expression of for
g(s) = (K — s)™, which corresponds to the put option and S; being a spectrally negative ex-
ponential Lévy process, that is Sy = eXt, where X; is a Lévy process without positive jumps.
The methodology we use combines the theory of partial differential equations with the fluctuation
theory of Lévy processes. To do this, we start by proving in Theorem [I| an inheritance of con-
vexity property from the payoff function to the value function (we recall that we assume that
g is convex). The proof of this result requires a few key steps. First, we prove in Theorem
(available in Chapter [4)) the convexity of the value function for a European option, i.e.

T
Vi (5,1) 1= Bay [e H w8005 )
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for fixed time horizon 7', where E,; is the expectation with respect to P ;, which denotes the
measure P when Sy = s. In the proof, we follow the idea given by Ekstrom and Tysk in [68], that is
the value function V¢ (s, t) given in can be presented as a unique viscosity solution to a certain
Cauchy problem for a second-order operator related to the generator of the process S;. In fact,
applying similar arguments like in [122, Proposition 5.3, p. 23| and [68, Lemma 3.1, p. 386| one
can show that, under some additional assumptions, this solution can be treated as the classical
one. Then, we can formulate sufficient locally convexity preserving conditions for the infinitesimal
preservation of convexity at some point. This characterisation is given in terms of a differential
inequality on the coefficients of the considered operator. Eventually, it allows us to prove the
convexity of Vi¥'(s, t). In the next step, we apply the dynamic programming principle (see [66]) in
order to generalise the convexity property of Vi#'(s,t) to the Bermudan option’s value function.
This fact is stated in Lemma |§| Ultimately, we conclude about the convexity of V{'(s).

In the remaining part of the thesis, we focus on the perpetual American put option with the
value function

V:Put (3) := sup s [67 Jo W(Sw)dw<K - ST)+
TET

for some strike price K > 0 and S; being a spectrally negative exponential Lévy process.

Using the classical optimal stopping theory presented in [120], we identify the optimal stop-
ping region for this problem as an interval and we consider the function

e (5,1, w) o= By [em bS5 Y] (3)

where

Ty = 1nf{t > 0:S; € [l,u]} (4)

for 0 <[ <u < K. To determine the closed-form of VAwput(s) we need to take the maximum over
levels [ and u in formula . This fact is stated in Theorem |2} Finally, these results lead us to
the crucial theorem, that is Theorem |3 with the closed-form of vp. (s,1,u).

We recall that the spectrally negative Lévy processes do not have positive jumps. Hence,
our analysis could be applied to the Black-Scholes model, as well as to the spectrally negative
exponential Lévy process with downward exponential jumps. In Theorem [ and Theorem
we present the closed-form of vxput(s,l,u) in both these scenarios. In addition, in the latter
case, we assume a non-negative discount function w, which implies [ = 0, and therefore we can
Xpm(s,o,u) in terms of the generalised scale functions introduced in Chapter It
is a consequence of the use of first passage time laws and the fluctuation theory considered in
[105]. In this analysis, the change of measure technique developed in [I119] is also a crucial step.
In Theorem [6] we show that the generalised scale functions satisfy certain ordinary differential
equations, which in some cases can be solved analytically.

For optimal stopping problem , we give sufficient conditions under which we can formalise
the classical approach. In particular, in Theorem 7| we prove that if the value function V{'(s)
is smooth enough, it is a unique solution to a certain Hamilton-Jacobi-Bellman (HJB) system.
Moreover, considering an exponential Lévy process of the asset price S;, we prove that the
regularity of 1 for (0,1) and (1,00) gives the smooth fit property at the ends of the stopping
region. We want to underline here that proving the regularity of the value function for jump-
diffusion processes (which allows one to formulate the HJB equation) in general is a challenging
problem (see [52] for some deep results related to it). Nevertheless, it is possible in our case due
to Theorem [7] and Remark [9] We rely on the classical approach of [102] and [I20]. Further, even

solving the HJB equation does not provide the form of the stopping region (besides the fact that

express v
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it is the set where the value function equals the payoff function). This is why we do not follow
this path, but stick with our methodology.

We also show that in this general setting of functional discounting, one can express the price
of a call option in terms of the price of a put option. It is called put-call symmetry (or parity) and
is provided in Theorem [8] The proof is based on the exponential change of measure introduced
in [I19]. This result supplements [64} [74], where the authors extended to the Lévy market the
findings obtained in [32].

The last part of our dissertation contains examples in which we analytically or numerically
determine the value function VX’PM(S) for different discount functions w. As the underlying
process St, we consider the Black-Scholes model and the exponential Lévy process with downward
exponential jumps. In the first scenario, we take the negative w function and show that a double
continuation region appears in this case. In other words, the optimal stopping region is an
interval [[*,u*], where {* > 0 which is a rare event in the study of option pricing. For the
selected discount function, we obtain the analytical form of the value function, which consists
of Gaussian hypergeometric functions. For the latter scenario, we take a linear and power
discount function w. For these functions, we again derive analytical forms of the value function.
This time, they include special functions like the Kummer confluent hypergeometric function
and Bessel functions of the first and second kind. Lastly, we present how we can numerically
determine the value function for different discount functions for which we are unable to obtain
the analytical solution.

The dissertation is structured as follows. Chapter [I] presents the preliminaries, which cover
the basics of financial markets, some background on option pricing theory and basic information
about Lévy processes and scale functions. Moreover, we state the main problem of the thesis with
the motivation and purpose justification for the conducted study. A comprehensive literature
review on the subject is also provided. Lastly, we present the notation used throughout this
dissertation.

Chapter [2] contains the main results of this thesis. First, we present the general set-up
with which we work and state assumptions used in theorems and lemmas in this chapter. We
then formulate Theorem [I| on the convexity of the value function. Next, we focus only on
the put option and define the optimal stopping time as the first moment when the asset price
enters a given interval. This observation is stated in Theorem 2] In Section [2.4] we formulate the
main theorem, that is Theorem 3] in which we present the closed-form of the value function for the
case when the asset price process follows the spectrally negative exponential Lévy process. Next,
in Theorem [4] and Theorem [§] we present specific instances where the asset price process follows
the geometric Brownian motion and the exponential Lévy process with downward exponential
jumps, respectively. In the latter case, the value function consists of the so-called &-scale functions
that satisfy certain ordinary differential equations, as stated in Theorem [6] Later, we show
that our set-up makes the classical approach via the HJB system possible. In other words, in
Theorem [7| we prove that the value function V{'(s) satisfies the HJB system. Our last primary
result is put-call parity, which allows us to calculate the price of the perpetual American call
option having the price of the put option. It is given in Theorem [§

Chapter [3] presents examples of closed-form value functions for different discount functions
w with their figures. First, we introduce the pricing methodologies we use, i.e. the analytical
and the numerical approach. Then we present an example of the Black-Scholes model and the
negative discount function w. This case generates a double continuation region. In addition,
we indicate some examples for the case of a spectrally negative Lévy process with downward
exponential jumps. We can obtain analytical solutions for some cases and compare them with
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numerical ones. Finally, we show how we can proceed only numerically to obtain the value
function when we cannot find an analytical solution. This chapter contains many figures for the
various cases considered.

Proofs of the essential theorems, together with auxiliary lemmas and theorems, are included
in Chapter [} as they could unnecessarily blur the main picture of the dissertation due to their
length and complexity.



Chapter 1

Preliminaries

In this chapter, we present some preliminary facts that form the basis for this dissertation. We
start with the basics of financial markets. We briefly discuss option pricing theory with its
history and risk-neutral pricing methodology, a crucial concept in financial mathematics{ﬂ In
addition, the fluctuation theory of Lévy processes is quoted, together with the scale functions,
which are the tools corresponding to different boundary-crossing problems related to the Lévy
processes. We state the main problem considered in the thesis with the motivation that has
driven us towards this scientific research. An extensive literature overview is also provided with
the notation used throughout the thesis. Although the facts mentioned here could be commonly
known, we decided to recall them briefly to provide completeness to this thesis and unify the
notation.

1.1 Basics of financial markets

Financial markets refer to any marketplace where financial products, such as stocks, bonds,
derivatives and others, are traded between two sides. Simply put, companies and individuals
can go to financial markets to meet various financial objectives, e.g. raising money by issuing
bonds or stocks to grow their businesses. In contrast, in the case of financial surpluses, they can
also lend money to other companies. For individual investors (whether large institutions such as
banks or hedge funds), financial markets offer the opportunity to invest money in exchange for
a return called a dividend and the prospect of added value if their assets appreciate. There are
undoubtedly many more possibilities for allocating and investing capital in financial markets.
As more complex instruments were developed starting in the seventies of the twentieth century,
it turned out that the mathematical apparatus became an integral part of financial markets.
In general, finance is unique among the application areas of mathematics both in the level of
mathematics involved and the short gap between pure mathematical research and its application
in a commercial environment. In fact, the multitude of financial instruments, the complexity of
hedging strategies and risk management techniques have made the application of mathematics
to financial markets seem irreversible.

According to the European Central Bank (ECB), see [73], financial markets can be divided
into a money market, a debt market and an equity market. The money market consists of the
unsecured and secured cash and derivatives segments. The debt market is the market where debt
instruments are traded, whereas the equity market is a market in which stocks of companies are

'In this dissertation, we use the terms financial mathematics and mathematical finance interchangeably.

10



1.1. BASICS OF FINANCIAL MARKETS 11

issued and traded, either through exchanges or over-the-counter markets. We will pay special
attention to the first category as it contains derivative instruments (derivatives) that constitute
the most mathematical part of all financial instruments.

International Accounting Standard IAS 32 defines a financial instrument as any contract that
gives rise to a financial asset of one entity and a financial liability or equity instrument of another
entity, see [75]. There are several ways to categorise financial instruments. They may be divided
according to an asset class which depends on whether they are equity-based (reflecting ownership
of the issuing entity) or debt-based (reflecting a loan the investor has made to the issuing entity).
However, a group of financial instruments, such as foreign exchange instruments, is neither debt-
based nor equity-based and belongs to its own category. Another way to look at them is through
the lens of cash versus derivative. Cash instruments include products such as deposits, loans and
easily transferable securities. The market determines this type of instrument so that any market
fluctuations will be directly reflected in its value. On the contrary, derivative instruments derive
their value from the value of one or more underlying assets, such as stocks, indices or interest
rates. They do not require any principal investment in those assets. In simple terms, derivatives
are designed to create exposure to market prices to changes in an underlying asset. Some of
the more common derivatives include forwards, futures, options, swaps and variations such as
collateralised debt obligations or credit default swaps, which played a significant role in the
financial crisis of 2007-2008. In recent years, the traditional scope of derivative contracts has
been extended and more often they involve non-traditional underlying assets such as energy, real
estate and even insurance loss indices or weather, see [77] and [95] for surveys of these areas. The
power of derivatives is based on reducing the market risks associated with oscillations of stock
prices, interest rates or exchange rates. In other words, financial derivatives trading is based on
leverage techniques, i.e. it allows one to make enormous profits with a small amount of initial
capital. In general, derivatives are broadly categorised. One of the classifications includes lock or
option products. Lock products obligate the contractual parties to the terms over the duration
of the contract’s life (swaps, futures and forwards belong to this group). In turn, the second
group provides the buyer with the right, but not the obligation, to exercise the contract under
the specified terms. Another division concerns the way they are traded in the market: over-the-
counter derivatives (abbreviated as OTC) and exchange-traded derivatives (abbreviated as ET).
The first group contains contracts that are privately negotiated and traded directly between two
parties, without going through an exchange or other intermediary. The OTC derivative market
is the largest derivative market. It is predominantly unregulated with respect to the disclosure
of information between parties, since the OTC market is made up of banks and other highly
sophisticated parties, such as hedge funds. Reporting OTC transactions is complicated because
trades can occur privately without the activity being visible on any exchange. In contrast, ETD
derivatives are traded via specialised derivative exchanges or other exchanges, where individuals
trade standardised contracts that the exchange has defined. A derivative exchange acts as an
intermediary and takes an initial margin from both sides of the trade as a guarantee, making
this type of transaction safer for both parties.

Large financial corporations mainly use derivatives for various investment purposes, such as
risk management (e.g. to hedge by providing offsetting compensation in case of an undesired
event) or for speculation (making a financial bet, often based on the sentiment of market par-
ticipants). Recently, many funds have begun to use financial derivatives as an alternative to a
long-term buy-and-hold strategy. For example, some portfolio managers may hold a portfolio of
index futures instead of the underlying stocks that make up the indices. In addition, the ability
to create instruments based on any asset is conducive to the constant growth of this market.
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To give an idea of the size of the derivative market, The Economist has reported that in June
2011, the over-the-counter derivative market amounted to approximately $700 trillion and the
size of the market traded on exchanges totalled an additional $83 trillion. Other sources, such
as [134], report that the derivative market is estimated to be worth more than $1.2 quadrillion.
Some analysts estimate that the derivative market is worth more than ten times the world’s gross
domestic product.

The explosive growth in derivative contracts occurred after 1999, when the Glass-Steagall
Act was repealed, which allowed banks to operate as brokerage houses. Glass-Steagall, adopted
in 1933, separated brokerage houses and banks to ensure banks would no longer be involved
in risky transactions, which was the root cause of the crash that led to the Great Depression
in 1929. Today, there is a degree of consensus that derivatives positively impact the financial
system as a whole. For a comprehensive review in this area, we refer to [134].

Many annual surveys of derivative exchange volumes highlight strong growth in futures and
options trading in recent years. According to [2], at the global level, the total number of futures
and options traded on exchanges around the world increased to 24.78 billion contracts in 2016. In
particular, the expansion of options is visible, providing much space for investment manoeuvres
for institutional and individual investors. In the markets, there are exchange-traded options and
OTC options. The former are standardised call and put contracts on, for example, the major
stock indices, typically with a range of strike levels and maturity times less than one year. On
the other hand, OTC options are negotiated on a case-by-case basis between banks and may
involve longer maturities and more exotic features. Their prices are not publicly quoted.

A critical moment in option development in the modern study of options was 1973. As
originally presented in [28], Fischer Black and Myron Scholes came up with the celebrated option
pricing formula. This formula provides a closed-form solution for the price of a European call
option on a non-dividend-paying stock. Robert Merton shortly after published a paper, see
[112], expanding the mathematical understanding of the option pricing model and coined the
term Black-Scholes option pricing modeﬂ This formula immediately became very influential
in finance and led to a boom in option trading on real markets. The same year, on 26 April
1973, the options were first publicly traded on the Chicago Board Options Exchange (CBOE).
The first created standardised, listed options were the call options on 16 stocks, whereas the put
options were not even introduced until 1977.

The Black-Scholes formula and related concepts of hedging and replication of derivative se-
curities had an enormous impact on the paradigms of financial markets. In particular, stochastic
models became ubiquitous in the financial industry. These factors have made the range of op-
tions that can be traded a function of investor demand. This new wave of option trading seems
unlikely to recede. Furthermore, technology has made access to financial markets easier for small
and more prominent investors, so trading options and other derivatives will be a significant part
of financial markets over time.

1.2 Option pricing theory

To better understand the concept of how financial options work, let us consider the following
example. We assume that a trader buys the option to buy wheat at £100 per bushel in six
months from now. After this time, the trader would profit if the market price of wheat per
bushel exceeded £100 per bushel because he/she would be able to pay less for the product than

2In the modern literature it is very common to encounter the term Black-Scholes formula.
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its market price. On the other hand, if the market price drops below £100 per bushel, the trader
would not exercise this option and would limit the loss of this transaction to the cost of buying
the option. In the case of a forward contract, the situation is very similar, but the buyer must
buy wheat at £100 per bushel regardless of its market price. In this situation, determining the
price of this contract is simple because we know precisely the cash flow that will occur on the
expiration date. Therefore, the fair price of a forward contract is a discounted cash flow from
the expiry day. Note that the final cash flow is unknown for options, as it depends on the future
market price, making option pricing a more mathematically demanding task. This example
illustrates a commodity call option; while there are many other examples of options and new
types of options are constantly emerging.

The cost of the option is often called an option premium or an option value. It is often
the leading focus of research in option pricing theory, as the valuation of financial options is
carried out in a formalised mathematical manner. In some simplification, we can say that this
premium is calculated by taking the conditional expectation of a discounted cash flow under the
risk-neutral measure. It is a key element of the whole theory and this topic will be expanded in
one of the subsections below.

As we already know what a financial option is and how it works, we try to give a flavour
of mathematics to indicate how option pricing theory can be complementary to the practical
side of option trading. In short, option pricing theory is a probabilistic approach to assigning
a value to an option contract. It is simultaneously the primary goal of this theory. However,
it also consists of side tasks, like deriving various risk measures (known as the option Greeks).
Since market conditions are constantly changing, the Greeks provide traders with a means to
determine how sensitive the value of a derivative contract is to factors such as price fluctuations,
volatility or time to expiry. The most common of the Greeks are simply the first- and second-
order derivatives of the value function. Option traders and portfolio managers consider these
measures essential as they can benefit from them to hedge risk and understand how the P&L
(Profit and Loss Statement) will behave as other factors fluctuate.

As we mentioned in the previous section, the 1970s turned out to be a breakthrough in the
option pricing theory. Published in 1973, the Black-Scholes option pricing model brings a new
quantitative approach to pricing options, helping fuel the growth of derivative investing. It was
the first widely used mathematical method to calculate the theoretical value of an option contract
using current stock prices, dividends, option strike price, interest rates, time to expiration and
volatility.

1.2.1 Historical background

We now reveal some crucial facts in the development and application of options contracts that
have happened over the centuries. We pay special attention to the events of the twentieth century,
which made it possible to formalise the valuation of options from a mathematical point of view
and thus introduce these instruments into everyday use in financial markets.

The history of option contracts dates back to ancient times, while the development of ex-
change trading for option contracts took place from the 16th to 18th centuries.

In Politics [5, Book I, Chapter 11, Sections 5-10]|, Aristotle relates a history of how the
Greek philosopher Thales of Miletus profited from an option-type agreement around the 6th
century BC. According to the story, one year ahead, he predicted that the next olive harvest
would be exceptionally good and used what he had to place a deposit on the local olive presses.
Consequently, Thales secured the rights to the presses at a relatively low rate. When the harvest
proved to be bountiful, demand for the presses was high, so Thales charged a high price for their
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use and reaped a considerable profit. Paraphrasing it in modern trading terms, Thales bought
a call option on olive presses and paid a small premium for this option. Another often quoted
ancient reference to an option-feature transaction can be found in Genesis 29 of the Bible, where
Laban offers Jacob an option to marry his youngest daughter, Rachel, in exchange for seven years
of labour. This story illustrates an important issue associated with option trading, that is the
possibility of delivery failure. Luckily, that did not happen in this case. Although Aristotlean
and Biblical anecdotes provide notable evidence of option contracting in ancient times, following
the evolution of options through time is complicated by the similarity of option contracts to
other types of contracts, such as gambles. For more information on option contracts in ancient
times, see [123)].

Moving on to more modern times and the expansion of trade, the rise of urban centres caused
that forward and option contracts became essential for urban merchants, as they could contract
with agricultural producers for crops before harvest or fishermen for catches before arrival at port.
The evolution of options contracts revolved around two critical elements: enhanced securitisation
of transactions and the emergence of speculative trading. Both these developments are closely
connected with the concentration of commercial activity, initially at the sizeable medieval market
fairs and, later, on the bourses. Over time, medieval market fairs were surpassed by trade in
urban centres such as Bruges, Antwerp and Lyon. Due to the rapid expansion of seaborne trade
during the period, speculative transactions in grain were still particularly active at sea. The
trade in whale oil, herring and salt was also important, see [11], [72] and [76]. For more details
on the emergence of futures and options contracts trading on the Antwerp Exchange, see [142].
The collapse of Antwerp in 1585 and the resulting diaspora of merchants contributed significantly
to the rise of the financial and commodity exchanges in Amsterdam and London.

During the 17th and 18th centuries, trading forward and option contracts on the Amsterdam
exchange exhibited many essential features of exchange trading in modern derivative markets.
By the middle of the 17th century, trading on the Amsterdam bourse of options on the Dutch
East Indies Company and the Dutch West Indies Company had progressed to where the put and
call options with regular expiration dates were traded, see [76] and [144]. By the 18th century,
the trade involved Dutch joint stock shares and British funds. This trading on the Amsterdam
bourse is the first historical instance of exchange trading in financial derivative contracts.

Over time, more speculators began appearing in the commodity markets. The reasons for this
were the lack of significant price variability, the practise of using forward contracts with terms in
years or a few days, and the inability of speculators not connected to the trade to handle physical
delivery. One of the more famous examples is the tulipmania of 1634-1637 when contract prices
for some bulbs of the recently introduced and fashionable tulip reached extraordinarily high levels.
It triggered actions restricting speculative participation in commodity markets. Since late 1636,
the Dutch parliament had considered a decree that changed how tulip contracts functioned. Legal
changes were eventually introduced in 1637 and forward contracts were transformed into option
contracts to limit the speculative bubble. Following the Glorious Revolution of 1688, many of
the speculative practises used in Amsterdam were adopted in England, where stock trading had
a highly developed spot market by the mid-1690s.

The modern perception of option contracts as a sophisticated risk management tool is in-
consistent with the long history of attempts to impose legal restrictions on option trading. The
basis for such restrictions is the close correspondence between option contracts and gambles.
Since these contracts were often used for gambling purposes, the parties to the contract could
not expect the protection of the courts if the transaction did not go as planned. Brokers and
other agents with public recognition or registration were not allowed to facilitate such contracts.
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As a consequence, option trading was generally restricted to private transactions between indi-
viduals in which professional or social reputation was used to control the risk of contract default.
During the emergence of trade in free-standing option contracts, the conventional legal view was
that such contracts could be entered into by private parties willing to conduct such business
without the guarantee that the courts could be used to enforce such contracts. However, in
periods of speculative excess, the abuse of option contracts produced a subsequent demand for
regulation.

There is limited information about the methods used for pricing options contracts at that
time. De la Vega (|54]) and de Pinto ([56]) indicate that the options were used primarily to
speculate and not to manage the risk by participants in the cash market. Therefore, it is possible
that the forces of supply and demand mainly determined prices. On the other hand, Wilson
([144]) points out that there was also some understanding and application of the concept of
cash-and-carry arbitrage, especially for time bargains. He provides, among other things, quotes
for options on East India Company and South Sea Company shares in 1719 that reflect some
pricing inefficiencies. However, there is evidence that option writers understood a put-call parity
and, consequently, could have created fully hedged written option arbitrage profits. Both de la
Vega and de Pinto contain statements indicating that the put-call parity was understood, as it
was applied in specific circumstances of the late 17th and 18th century on the Amsterdam option
market.

The history of option pricing theory is sparse. Relatively little was written until the ap-
pearance of Bachelier (|9]) and Bronzin ([31]), although Lefévre ([87]) introduced the valuation
using expiration date profit diagrams. Before this time, there was evidence that market partic-
ipants had a subtle understanding of option pricing. However, market convention rather than
competitive pricing was more important to determine the actual premiums of the options, for
more information see [44]. For various reasons, including a history of speculative abuses, option
trading was held in low esteem by the majority of stock and commodity market participants,
especially in the United States. Consequently, the trade was generally conducted by a specialised
group of traders catering to a relatively small clientele. This changed in the 19th century, when
the popularity of options began to increase rapidly. It was related to the dramatic expansion
of stock issues associated with railway, canal and industrial growth. At some point, this trade
expanded to include retail investors. Although important merchant manuals from the first half
of the century, such as [139], do not contain a discussion of options, similar manuals at the time
[31], such as [61], include a detailed discussion indicating active trading of options on stocks in
Paris and, to a lesser extent, in London and Berlin.

1.2.1.1 Modern history

Modern mathematical finance is a child of the twentieth century. As written in [45]: The date
March 29, 1900, should be considered as the birthdate of mathematical finance. On this day,
Louis Bachelier defended his doctoral dissertation Théorie de la Spéculation [9], at the Sorbonne
University in France. Bachelier’s extraordinary thesis was years, and in some respects decades,
ahead of its time. His pioneering analysis of the stock and option markets contains several ideas
of enormous value in finance and probability. In particular, the theory of Brownian motion, one
of the most important mathematical discoveries of the twentieth century, was initiated and used
to develop a rational theory of option pricing. He also explicitly discovered the fundamental
relation between Brownian motion and the heat equation. This fact was rediscovered five years
later by Einstein [65]. It resulted in a goldmine of mathematical investigation through the work
of Kolmogorov, Kakutani, Feynman, Kac and many others up to recent research. It is worth
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noting that Henri Poincaré, in his report on Bachelier’s thesis, expressed regret that Bachelier did
not study in detail the discovered relationship of stochastic processes with equations in partial
derivatives. He was probably intrigued by deeper perspectives in this area. A more detailed
description of Louis Bachelier’s life and scientific work can be found in [45].

After Bachelier’s pioneering work, it remained silent around the theme of option pricing
for almost 70 years. The time was not ripe for sophisticated financial instruments, technology
could not have handled them, and there was little matter of two world wars and the Great
Depression. The Bretton Woods agreements [89] on fixed exchange rates and barriers to capital
movements from 1944 provided little scope for financial intermediation. Meanwhile, however,
the mathematicians were far from idle. In 1905, Einstein, in his substantial paper [65], derived
the Brownian transition function of the form

1 w2
= 2t
q(w,t) o

by analysing the diffusion of particles in a perfect gas. This result put the Brownian motion
as a mathematical model firmly on the map. As mentioned above, five years earlier, Louis
Bachelier showed that g(z,t) is the solution of the Chapman-Kolmogorov equation and solves
the heat equation. In 1923, Norbert Wiener [143] provided a rigorous treatment, showing that it
is possible to define a probability measure on the space of continuous functions, which corresponds
to the Brownian transition function. In 1933, Kolmogorov published his book [92], which laid
the modern axiomatic foundations of probability theory. In the late 1930s, Joseph Leo Doob
formally introduced the concept of martingale in [62]. Then, in 1944 Kiyoshi Itd, attempting to
elucidate the connection between partial differential operators and Markov processes, introduced
stochastic differential equations and the famous Ité stochastic calculus, see [83]. In later years,
major contributions to the development of stochastic calculus were made by McKean in [IT1] and
Meyer, who formulated the supermartingale decomposition theorem, see [114], [IT5]. It opened
the way to defining stochastic calculus for general classes of semimartingales, not just Brownian
motion. Stroock and Varadhan in [I35] 136] definitively demonstrated the connection between
martingales and Markov processes. The net effect of these developments was to turn stochastic
calculus from a niche topic of interest to a few initiates into a substantial body of techniques
accessible to a wide range of applied scientists. More details on the history of probability theory
and stochastic calculus can be found in the excellent textbook by Rogers and Williams [126].

An intense period of progress in financial mathematics was 1965-1980. An American
economist Paul Samuelson rediscovered Bachelier’s thesis in the library of Harvard University
in 1965, following a request of the statistician J. Savage. He was immediately fascinated by
Bachelier’'s work and started a line of research on option pricing and related topics, which at
this time had much more repercussions than Bachelier’s thesis. In his pioneering paper [130],
Samuelson proposed a multiplicative version of Bachelier’s model by introducing a geometric
Brownian motion to model the stock price behaviour. Compared to Bachelier’s model, the ge-
ometric Brownian motion takes positive values with probability one and the logarithmic stock
price returns are normally distributed. These characteristics reflect real stock price movements
much more accurately. Samuelson’s study provided a viable model for stock prices that led, eight
years later, to the central result of modern finance, the Black-Scholes option pricing formula [28§].
Bernstein, in [22], recounts in detail the background to the discovery of the glorious formula by
Fischer Black, Myron Scholes and their collaborator Robert Merton.

The Black-Scholes formula was published in 1973. The same year that option trading began
on the Chicago Board Options Exchange (CBOE). Once the formula was digested and researchers
recognised the power of stochastic calculus for analysing business and theoretical problems, the
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range and depth of applications expanded rapidly. Among the most critical early applications,
beyond option pricing, were dynamic models of the term structure of interest rates, beginning
with those of Vasicek [I41] and Cox, Ingersoll and Ross [48]. In addition, in 1973, the Bretton
Woods system finally collapsed, leading to an immediate requirement for managing exchange
rate volatility. By 1980, the arbitrage pricing theory had become well understood; the close
link with martingale theory was established by Harrison, Kreps and Pliska, see [78| [79]. It is
coincidental but relevant that 1979 was the date of the first IBM PC, ushering in the era of
massive computational capacity without which the industry could not exist.

Another model that played a decisive role in the development of option pricing was the bino-
mial tree model, introduced by Cox, Ross and Rubinstein [47] in 1979. Its simple structure and
easy implementation have given analysts the ability to price a wide range of financial derivatives
almost systematically. The key results regarding this model are as follows: there is a unique
martingale measure, the price of an option is obtained by computing the discounted expecta-
tion with respect to this measure and it can be characterised as the unique measure such that
the discounted underlying price process is a martingale. The question of to what extent these
properties generalise to other market models turned out to be surprisingly delicate and definitive
answers were not given until the 1990s.

Today, most traded stock and futures options are American style, but most index options are
European. The former can be exercised at any time up to and including the expiration date. In
turn, the European options can only be exercised on the expiration date. In general, the price of
an American option is equal to that of a European option, plus an additional non-negative early
exercise premium.

1.2.2 Risk-neutral pricing

A common issue that arises frequently in different financial problems is the valuation of future
cash flows, which are risky because the payment is not deterministic. A classical way to proceed
is to estimate future cash flows and discount them to the present date. Nevertheless, of course,
there is some uncertainty involved in estimating these future cash flows. The usual way to
compensate for this uncertainty is to apply an interest rate higher than the riskless rate of return
corresponding to the rate of return of government bonds. The spread between the risk-free rate
of return and the interest rate used to discount future cash flows can be quite substantial to
compensate for the riskiness. In mathematical terms, the above procedure may be described as
follows: first, one determines the expected value of the future cash flows and then discounts by
using an elevated discount factor. However, there is no systematic way to assess the degree of
uncertainty in determining the expected value that can be quantified and how this should be
considered to determine the spread between the interest rates.

The foundation of option pricing theory is based on a different approach, which is based on the
concept of a risk-neutral probability measure rather than a real-world probability measureﬂ The
mathematical model of a financial market under the risk-neutral measure refers to a virtual world,
not a real one. As under the risk-neutral measure, the asset price process discounted by the risk-
free interest rate is a martingale; it is common to call this measure a martingale measure. This
approach was applied in the seminal paper [28] of Fischer Black and Myron Scholes. It simply
consists of calculating the expected value of future cash flows under the risk-neutral probability

3Typically in the literature, the risk-neutral probability measure is denoted by Q, while the real-world probabil-
ity measure is denoted by P. In our work, we focus exclusively on option pricing and denote by P the risk-neutral
probability measure, while we do not use the notation Q at all. We also use the symbols Ps and P(,) to indicate
that So = s and X = x, respectively.
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measure and discounting them with the risk-free rate. The natural question that arises is about
the existence and uniqueness of the risk-neutral probability measure. Unfortunately, there is no
simple answer and it depends on the model under consideration.

In the case of the Black-Scholes model, there is a unique martingale measure, which can be
derived via the Girsanov theorem. More on this topic will be presented in the section on the
Black-Scholes model. In many applications, it is not necessary to even consider the original
real-world probability measure. It is common in the literature that authors work under the risk-
neutral measure and all assumptions are made under this set-up. We also proceed in this way in
the central part of the thesis.

The technique of a risk-neutral measure was not the novel feature of the Black and Scholes
work. It was used decades earlier by Bachelier in his dissertation thesis [9]. In the first pages
of his thesis, Bachelier lists two kinds of probability, i.e. the probability which might be called
mathematical, which can be determined a priori and which is studied in games of chance and
the probability which depends on future events and consequently is impossible to predict in
a mathematical manner. The latter is the probability that the speculator tries to predict. In
retrospect, one can interpret the first statement as the risk-neutral probability measure and the
second as the real-world probability measure.

1.2.3 Fundamental Theorem of Asset Pricing

The Fundamental Theorem of Asset Pricing is one of the pillars supporting mathematical finance.
In vague terms, it states that the no-arbitrage possibility in the market is equivalent to the
existence of a probability measure being equivalent to the real-world measure and under which
the asset price process is a martingale.

The story of this theorem started with the work of Black, Scholes [28] and Merton [112], where
these authors considered geometric Brownian motion as a model that describes the behaviour
of asset prices. They used a technique to price options, where one changes the underlying
measure to an equivalent measure under which the discounted stock price process is a martingale.
Subsequently, the option value was obtained by taking the expectation with respect to this
measure, which is called the risk-neutral measure. This technique was not the novel feature of
[28] and [I12]. It was used by Bachelier [9], who considered the Brownian motion as a model of
a stock price process. The prices obtained by Bachelier were, at least for the empirical data he
considered, very close to those derived from the celebrated Black-Scholes formula, see [132].

The decisive novel feature of the Black-Scholes model was the argument linking the option
pricing technique with the notion of arbitrage. In other words, the payoff function of an option
can be precisely replicated by hedging, that is by dynamically trading in the underlying asset.
This idea is credited in [112, footnote no 3] to Merton who opened up a new perspective on
how to deal with options. The technique of replicating the option is absent in Bachelier’s work,
whereas the idea of spanning a market by forming linear combinations of primitive assets first
appears in the classic paper [6] by Arrow. The mathematically delightful situation that the
market is complete, which means that all derivatives can be replicated, occurs in the Black-
Scholes model and in Bachelier’s original model. Another example of a continuous-time model
that shares this property is the compensated Poisson process, as observed by Cox and Ross [46].
Roughly speaking, these are the only models in continuous time sharing this beautiful martingale
representation property, see [80] and [104] for a precise statement on the uniqueness of martingale
measure for these families of models. As attractive as it might be, the consideration of complete
markets is somewhat dangerous from an economic point of view. The precise replicability of
options, a sound mathematical theorem, may lead to the illusion that this is also true in economic
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reality. However, of course, these models are far from matching reality one-to-one. Instead, they
only highlight essential aspects of reality and should not be considered universally appropriate.

When the merits and limitations of the Black-Scholes model unfolded in the late 1970s, the
investigations on the Fundamental Theorem of Asset Pricing started. As Harrison and Pliska
formulate it in the introduction to their classic paper [79]: it was a desire to better understand
their formula which originally motivated our study, ... The challenge was to obtain a deeper
insight into the relation of the following two aspects: on the one hand, the pricing methodology
by taking expectations with respect to a properly chosen risk-neutral measure and, on the other
hand, the pricing methodology without arbitrage considerations. It was unclear why these two
seemingly unrelated approaches yield identical results in the Black-Scholes model. Perhaps even
more relevant was the question: How far can this phenomenon be extended to more involved
models? The first to discuss these questions in a systematic way was Ross [129], see also [46],
[127] and [128]. He formulated the first precise version of the Fundamental Theorem of Asset
Pricing in [129] with the proof based on the Hahn-Banach theorem. After this early work
by Ross, a major advance was achieved between 1979 and 1981 by three seminal papers [78],
[79], [96] by Harrison, Kreps and Pliska. They also formulated a version of the Fundamental
Theorem of Asset Pricing for finite, filtered probability space, see [19, Theorem 2.7, p. 228|.
The proof again relies on the Hahn-Banach theorem (a finite-dimensional version) plus an extra
argument, making sure to find a measure which is equivalent to the real-world measure. The
restriction to a finite probability space is very severe in applications. The concept of continuous
time is the theory’s flavour, building on the Black-Scholes model. Nevertheless, this involves
infinite probability spaces. Many interesting concerns were formulated in the papers [78] and
[79], hinting at the difficulties of proving a version of the Fundamental Theorem of Asset Pricing
beyond the setting of finite probability spaces. Kreps, in his paper [96], achieved a breakthrough
in this direction. He introduced the concept of no free lunch. The economic interpretation of
the no free lunch condition is a sharpening of the no-arbitrage condition. This remarkable work
by Kreps set new standards and, for the first time, a mathematically precise statement of the
Fundamental Theorem of Asset Pricing was achieved for a general class of models in continuous
time. The heroic period of development of the Fundamental Theorem of Asset Pricing marked
by Ross [129], Harrison-Kreps [78], Harrison-Pliska [79] and Kreps [96] put the issue on safe
mathematical grounds and brought some spectacular results. However, there are still some
limitations and many questions remain open. Some of them were answered in subsequent years,
while others opened new perspectives. For a thorough overview of this topic, we refer to the
extensive monograph [55].

1.2.4 Black-Scholes model

In 1973, in the Journal of Political Economy, Black and Scholes published their seminal paper
[28], which influenced the dynamic growth of option pricing theory in the second half of the
twentieth century and played a profound role in the economics of everyday life. These authors
presented their model for pricing options. Shortly after that, Merton in [112] expanded the
mathematical understanding of this model. Departing from the no-arbitrage principle and using
the concept of dynamic trading, these authors derived the so-called Black-Scholes formula for the
price of a European call option. This formula provided, for the first time, a theoretical method
of fairly pricing a risk-hedging security. It can be presented as follows

Vo = s®(dy) — Ke "T®(dy)
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with
2
p log(#) + (r+ %)T
1=
oVT
The parameters s, K, r, 0 and T are constants and describe the specific characteristics of
a stock and an option, while ®(-) denotes the cumulative distribution function of a standard

and do:=dy —oVT.

normal random variable.

The fundamental insight in their work is the idea of perfect replication. This technique has
no parallel in previous studies in the work of Bachelier. It turns out that in a market model
where prices follow geometric Brownian motion, perfect replication is possible, giving a unique
option price.

The groundwork assumption of the Black-Scholes model is that the market consists of at
least one risky asset, usually called the stock with the price denoted by S and one riskless asset,
usually called the money market, cash or bonds with the price indicated by F;. The following
equations model these prices

dS; = puSidt + 05;dBy,
dFt = TFtdt,

where u, 0 and 7 are constants in the model representing drif, volatility and riskless rate, respec-
tively, while B; is a Brownian motion under the real-world measurelﬂ.

From the Girsanov theorem, we know that there exists a measure, called a risk-neutral
measure, under which the discounted stock price process e~ "tS; is a martingale. Moreover, under
this measure, the process .S; follows a geometric Brownian motion as in the initial settings, but
with another drift parameter, that is

dSt == T‘Stdt + O'StdBt,

where B, is a Brownian motion under the risk-neutral probability measure. The point is that
the drift term in the above SDE is equal to r, the risk-free interest rate. So in such a case,
we say that the market is risk-neutral. In other words, when we price an option, we use the
measure with respect to which the drift of the underlying asset is equal to the risk-free interest
rate r, so it is independent of the individual preferences of the two parties to the transaction. In
the Black-Scholes model, there is only one risk-neutral measure. As we mentioned earlier, this
feature characterises complete financial markets, meaning that all derivatives can be replicated.
For more details, refer to [42].

In general, the formula that provides a theoretical price for a European option with the payoff
function g can be written as

Vo =e"TEs [9(ST)]

which can be described in words as the discounted expectation from the payoff function taken
under the risk-neutral measure.

In the modern financial industry, the Black-Scholes model is widely used. However, with some
adjustments, the methodology often extends to pricing a whole range of complex option products,
such as barrier options, basket options, look-back options, American options and many others.
Moreover, several of the assumptions of the original model have been removed in subsequent
extensions of the model, e.g. no dividends [I12], continuous stock returns [113], continuous

4Later in this dissertation, in Chapter [2] we denote by B; the risk-neutral measure as we do not focus on the
real-world measure at all.
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evolution of the stock price [47], constant variance of the underlying returns [8I] or constant
interest rates [10].

The landmark work on option pricing theory was highlighted in particular by the Royal
Swedish Academy of Sciences in 1997 when the Nobel Prize was awarded to Robert Merton
and Myron Scholes E In the commission’s official press release, we can read: Robert C. Merton
and Myron S. Scholes have, in collaboration with the late Fischer Black, developed a pioneering
formula for the valuation of stock options. Their methodology has paved the way for economic
valuations in many areas. It has also generated new types of financial instruments and facilitated
more efficient risk management in society. In the later part of this document, we can also read:
Black, Merton and Scholes made a vital contribution by showing that it is in fact not necessary
to use any risk premium when valuing an option. This does not mean that the risk premium
disappears; instead, it is already included in the stock price.

1.3 Exponential Lévy processes

In this section, we look at exponential Lévy processeﬂ which form a generalisation of the Black-
Scholes model by allowing stock prices to jump. In general, the exponential Lévy process S; is
defined by
S, = selt,
where L; is a Lévy process and Sy = s.
However, later in the thesis, we will use the notation

Sy = et (1.1)

where X; inherits the same properties as Ly, but is shifted by log s.

It turns out that the use of such models to describe the behaviour of financial assets has
become very common in recent years. Extensive empirical studies have shown that the Gaussian
model is not capable of capturing certain features such as skewness, asymmetry and heavy tails,
which are commonly encountered in financial data, see [41]. To overcome these problems, we
can replace the Brownian motion as a model for logarithmic prices with a general Lévy process
X;. Then X, as a Lévy process satisfies the property of independence and stationary increments.
These conditions go hand in hand with real market stock price movements and justify the utility
of exponential Lévy processes in financial modelling.

For a comprehensive survey on exponential Lévy models, we recommend textbooks such as
[42] [133] for a more financial perspective and [4, Q9] for a more mathematical perspective. It is
worth mentioning that Lévy processes appear in a wide range of applications, not only in the
financial industry but also in physics, biology and other sciences.

In general, the exponential Lévy models fall into two categories. The first category, called
Jump-diffusion models, assumes that the evolution of prices is given by a diffusion process punc-
tuated by jumps at random moments. In this situation, jumps represent rare events such as
crashes, large drawdowns, or rapid growths. A Lévy process can represent such an evolution
with a non-zero Gaussian component and a jump part with finitely many jumps, i.e.

Nt
Xy =&t +o0Bi+ Y Y,

i=1

®Fischer Black was not awarded the Nobel Prize due to his death in 1995, but he was cited as a key contributor.
5Tn this thesis, we use the terms ezponential Lévy process and ezponential Lévy model interchangeably.
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where £ € R and o > 0 are constants, IVy is a Poisson process independent of Brownian motion B
and {Y;}ien is a sequence of i.i.d. random variables independent of Ny and B;. The first model
considered in the literature of this type is the Merton model [II3] from 1976. It establishes
that Y; has a normal distribution. Another model is the Kou model [94], where jump sizes are
distributed according to an asymmetric double exponential distribution.

The second category consists of models with an infinite number of jumps in every interval,
called infinite activity or infinite intensity models. In these models, one does not need to in-
troduce a Brownian component since the dynamic of jumps is already rich enough to generate
nontrivial small-time behaviour, see [34]. An example of the process in this group is the variance
gamma process [110], which is a three-parameter generalisation of the Brownian motion and is
obtained by evaluating a Brownian motion with constant drift and volatility at a random time
given by a gamma process. Contrary to previous models, the variance gamma process does not
have a continuous martingale component. Instead, it is a pure jump process with infinite activity,
see [43]. The density of the Lévy measure of the variance gamma process is given by

Np _kp . o, _ Mn |I|
vp ]l vn ]l
/U(:E) VpZUe {z>0} l/n|x‘ € {z<0}>

where p, = %\/192%-? =+ g, vp = H;%V; P = %\/192 ? — g, Vp = p2v, while 9, v and o
are the parameters of this model. Another example is the the CGMY model [34] as it has four
parameters: C', G, M, Y. It can be specified directly by the Lévy measure density of the form

c _ c _
v(x) = TV e Mx]l{x>0} + We G‘wl]l{x<0},

2
where C' > 0,G>0,M >0and Y < 2. ItiseasytoseethatbychoosingY:(),C:%:&:

Vp
%, G = ’Ij—: and M = 5—5 we obtain the Lévy density corresponding to the measure presented
above for the variance gamma process. Hence the variance gamma process can be seen as a
particular case of the CGMY process.
In the next part of the thesis, our considerations centre around the exponential Lévy processes
with negative jumps. This class of stochastic processes appears frequently in scientific research,

including risk theory [146], option pricing [8] or insurance risk models [T03].

1.3.1 Spectrally negative Lévy processes

Spectrally negative Lévy processes form a subclass of Lévy processes and are commonly used in
various financial applications. The fundamental feature of this class of stochastic processes is
the fact that they can only move upward in a continuous way. An arbitrary Lévy process can
be written as the difference of two independent spectrally negative Lévy processes, which gives
the possibility of establishing general results by studying this subclass of processes. Moreover,
by adding independent copies of any spectrally negative Lévy processes together, the resulting
process remains within the class of spectrally negative Lévy processes.

Later in this dissertation, we restrict ourselves to the model where X}, from , is given by
the spectrally negative Lévy process (possibly starting at some positive value). This restriction
is mainly motivated by analytical tractability and the availability of many results regarding this
class of Lévy processes that we provide later in this thesis. It is also worth mentioning that our
choice goes hand in hand with market practise, that is in [35] the authors have offered empirical
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evidence to support the case of a model in which the spectrally negative Lévy process models
the risky asset.

Let us begin with a brief overview of what is meant by a spectrally negative Lévy process. We
suppose that (Q, F,F,P) is a complete filtered probability space with filtration F = {F; : t > 0}
satisfying the usual conditions. A stochastic process X; is said to be a Lévy process on this
space if it is a strong Markov, F-adapted process with cadlag paths, stationary and independent
increments and P(Xp = 0) = 1. From these properties, it can be shown that X; is continuous in
probability and at any fixed time the probability of having a jump is zero.

The distribution of the Lévy process X; is characterised by its characteristic function
¢ : R — C of the form

o(6) = Eq) [,

where the subscript with brackets in E () denotes the initial value of Xo. In this case, we have
Xy = 0. It can be shown that there exists a unique continuous function ¥ : R — C such that

p(0) =€),
Throughout the thesis, we call ¥ a characteristic exponent of X;.
The Lévy-Khintchine formula provides us with the general form of ¥, that is

2
. 0~ 2 0z .
U (f) =iCh — ?0 + / (e —1- z@x]l{|z|<1}) II(dx),

R
where ¢ € R, o > 0 and II is a measure on R\{0} such that [,(1 A 2?)II(dz) < co. As the
characteristic function uniquely determines the underlying probability distribution, each Lévy
process is uniquely determined by the Lévy-Khintchine triplet ({, o, II).

We say that X; is a spectrally negative Lévy process if the measure II is carried by (—o0,0),
i.e. II(0,00) = 0. Notationally, we say that X is a spectrally positive Lévy process when —X;
is spectrally negative.

We can also represent a spectrally negative Lévy process X; as

X, =Ct+oB+J7,

where ¢ € R is a drift parameter, o > 0 is a volatility parameter, B; is a Brownian motion and
Jt(_) is a spectrally negative Lévy process without a Gaussian component that is independent
of B;. Here, we exclude the case where X; has monotonic paths. The jumps of Jt(_) are all
non-positive, so the moment generating function of X; exists for all § > 0. It allows us to talk

about the Laplace exponent that is defined by

W) = %logE@) [ef’Xt} , (1.2)

which is well-defined at least for 8 > 0.
Taking into account an analytical extension of the characteristic exponent W, we have
¥(0) = ¥(—1i#), which is equal to

2 0

o
»(0) = ¢O+ ?92 +/ (69‘” -1- 9(1:]1{‘35|<1}> II(dx).
—0oQ
Using Holder’s inequality, or alternatively differentiating, it is easy to check that v is strictly
convex and tends to infinity as 6 tends to infinity. Therefore, it allows us to define the right-

inverse of 1 given by

®(q) :=sup{f > 0:9¥(0) = q},
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where ¢ € R. It denotes the largest root of equation ¥ (0) = ¢ when it exists. We can ob-
serve that there exist at most two roots for a given ¢ (there is always a root at zero since
1(0) = 0) and precisely one root when ¢ > 0. By differentiating , we can see that
Y’ (0%) = E(g) [X1] € [-00,00) which determines the long-term behaviour of Xy, see [98, Lemma
7, p. 23].

Let us now define the family of martingales given by

Eia) 1= e Xemvlo)t

for any o > 0 and the corresponding family of probability measures {P(,) : z € R} referring to
the conditional version of P where Xy = z is given. Applying the Girsanov theorem, we can

define a new probability measure IP’E;)) via
(a)
Pw| _ &) (1.3)
d]P)(x) So(a)

Fi

Under this change of measure, X; remains within the class of spectrally negative Lévy processes
(see [99, Corollary 3.10, p. 80]) with the Laplace exponent, under ]P’E(O)‘)), given by

PO 0) = (0 + a) — (@) (1.4)

for 6 > —a.
In the next part of the thesis, we focus our attention on the specific case of Xy, that is

Ny
X, =(t+0B - > Y, (1.5)
=1

where {Y;}ien is a sequence of i.i.d. random variables which are exponentially distributed with
mean + > 0 and N, is a Poisson process independent of the Brownian motion B;. Its Laplace

exponent takes the form

o2 A0

0)=CO+ 0% — ——. 1.6
w() = o+ G0~ (1.6
Taking into account the behaviour of 1(#) as § — 400 and @ — p we can easily verify that
for every ¢ > 0 equation ¥ () = ¢ has exactly three real solutions {71, 72, ®(¢)}, which satisfy
Yo < —p <y <0< P(q).

Using (T.4)), we can derive the Laplace exponent 1(® () of X; under IP’ES‘)), that is

()2 A@p
(@) () = (@) g 2 _
Pr(O) = V0 + 2 0 p(a) + 6’
where A\
(@ =¢to2, o =0 NI=_2F  and )@ =pta.
p+a

Further details about the class of spectrally negative Lévy processes and how they embed
within the general class of Lévy processes can be found in the monographs of Applebaum [4],
Bertoin [24], Kyprianou [99] and Sato [131].



1.4. SCALE FUNCTIONS 25

1.4 Scale functions

The main aim of this section is to provide some general definitions and facts involving ¢-scale
functions as well as specific generalisations of these functions that play a critical role in our
thesis.

Common factors that bind together the scale functions and spectrally negative Lévy processes
are the so-called one- and two-sided exit problems for spectrally negative Lévy processes. The
exit problems essentially consist of characterising the Laplace transforms of o, oy and o} Aoy,
where

o, =inf{t>0:X;<a} and o) :=inf{t>0:X; >a}

for a € R. Note that X; as a spectrally negative Lévy process starting at some point between 0
and a can hit the point a when crossing upward, as it can only continuously move upward. On
the other hand, it can hit 0 continuously or jump below zero. It has turned out that one- and two-
sided exit problems of spectrally negative Lévy processes can be characterised by the exponential
function together with two families, {W (9 (z) : ¢ > 0,2 € R} and {Z@(z) : ¢ > 0,2 € R} known
as the g-scale functions, see [24], [25], [26], [27], [71], [125], [138], [147].

Definition 1. For a given spectrally negative Lévy process X; with Laplace exponent 1 (0), we
define a family of functions indexed by ¢ > 0, W@ : R — [0,00), as follows. For each given
q >0, we have WD (z) = 0 when x < 0 and otherwise on [0,00), W @ (x) is the unique right
continuous function whose Laplace transform is

0067996 @ () :— 1
/0 WY (z)d - 0 —q (1.7)

for 8 > ®(q).

Adding the subscript a to the g-scale function W9 (z) means that we work under the ng))

measure defined in ((1.3). We can establish the following relationship for Wiy () with different
values of ¢ and a.

Lemma 1 (|99, Lemma 8.4, p. 222|). For any q € C and a € R such that ¥ (a) < 0o we have
WD (z) = 22 W= @) () (1.8)
forallz € R and g > ¥(a).

Another g-scale function considered in this thesis is the function Z(9)(z), which is defined as
follows.

Definition 2. For ¢ > 0, we define Z(9 : R — [1,00) by
Z9(z):=1+¢ / WD (y)dy (1.9)
0

forz >0 and Z'9(z) =1 for x <0.

Like the function W(@(z), the function Z(9)(z) may be characterised by its Laplace transform
and continuity on (0, 00). Indeed, we can check that

| et z0@ar =22 wo) - o
0
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for 6 > ®(q).

For convenience, we denote W (z) := W (z) and Z(z) := Z©) (). For clarity of notation,
we refer to W(x) and Z(z) as the scale functions, while to W @(z) and Z@(x) as the ¢-
scale functions. Furthermore, we use the notations Wo(éq)( ) and Z, @ (x) to indicate the g-scale

()

functions for X; under the IP’(O) probability measure.

For the review of one- and two-sided exit problems that contain the g-scale functions W@ ()
and Z9(z), we refer to [98, Section 3, p. 18]. To give only one immediate example of the
so-called two-sided exit problem, we provide an identity with a long history, see [25], [26], [125],
[138] and [147].

Remark 1 ([98, Formula (3), p. 19]). For any x < a and ¢ > 0,

—qod _
E(x) € ]l{a;“<ag} T w (a)

In fact, it is through this identity that the scale function gets its name. As noted in [40],

possibly the first reference to this terminology can be found in [23].
Now we state the result for the limit of ?g)((a;))
this result and the later part of the thesis, we shall understand @? oy as limg_sq 1/} \/ ' (0).

as = tends to infinity. For the formulation of

Lemma 2 ([99, Exercise 8.5, p. 234]). For g >0,

(@)
lim Z70(x) =4

Considering X given in (|1.5]), we can obtain a convenient expression for the g-scale functions.
If we take the partial fraction decomposition of the rational function m with ¢(6) given in

(1.6) and invert the Laplace transform in (1.7]), we conclude that

eNT et e2(@)z
v V) ve)

where {v1,72, ®(g)} is the set of real solutions to ¥(0) = ¢. From (1.9 we calculate

W(Q)(x) -

<671x—1 eww—l 2@z _ 1 )
_l’_

MY (1) - 2 (v ) ®(q)¢'(2(q))

If we take o = 0 or A = 0 in (L.6)), then W@ (z) and Z@(x) take simplified forms, that is

e'YIx 67255

(@D (p) =
W) V' (m) +¢'(’Y2)

and

YT __ V2T __

+
NnY' (1) 1Y (2)
for 71 and 72 again being the real solutions to 1 (6) = q.

We also state here one more remark about the joint Laplace transform of the time to overshoot
and overshoot itself, which will be used later in our thesis.
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Lemma 3 ([99, Exercise 8.7, p. 235|). Forxz >0, a >0 and u > 0,

—uoy +aX _

o q
]E(ff) 70 ]]'{O'O<OO}:| =e <Zéq) (IL’) - (I)(q) Wo(zq) ('r)) )

where ¢ = u — P ().
Now, we turn our attention to the specific generalisations of the g-scale functions.

Definition 3. For any measurable function &, we define the £-scale functions {W(g) (z),z € R},
{Z2O(2),2 € R} and {HO)(x), 2 € R} as unique solutions to the following renewal-type equations

W (z) / W (x — y)E(y)WE (y)dy, (1.10)
Z2O(z):=1 —I—/ W (x — y)€(y) Z2© (y)dy, (1.11)
HEO (z) / W (z - 2)(€(z) — )HE (2)dz, (1.12)

where W (z) = WO (z) is a classical zero scale function and in equation (T.12) it is additionally
assumed that £(x) = ¢ for all x < 0 and some constant c € R.

We also define a two-variable equivalent to W) (z).
Definition 4. For any measurable function €, we define the &-scale function {W®E (z, 2), (x, 2) €
R?} by

w) (x,2) =W(x—2z)+ /w W(x — y)é(y)W(g) (y, z)dy. (1.13)

We introduce the following S; counterparts of the scale functions (1.10]), (1.11f), (1.12) and
(T.13)

W& (s) := WD) (Jog s) (1.14)
28 (s) := z2EP) (og s), (1.15)
A8 (5) := HEP) (Jog 5), (1.16)
W (s,z) .= WEP)(log s, 2) (1.17)

where £ o exp(x) = £(e").
Similarly as before, we can add the subscript « to the functions (1.14)—(1.17), which means

that we work under the IPES)) measure. Therefore, we have "fﬂa(g)(s), %Ef)(s), %%[(E)(s) and

Wa(g)(s, z).
We also define the following functions
n(w) = w(e®) = w(s), nu(@) = (@ + logu) (1.18)
and
wu(s) = w(su), wy(s):=wyu(s) —Y(a). (1.19)

Lastly, we present the resolvent density at the point z of X; starting at log s —log u killed by
the potential w, and when exiting the positive half-line. It is given by

r(s,u,z) = W(w")(logs — log u)ca,,/@)/«,,/(w) (2) — W(w“)(logs —logu, z), (1.20)

where

(2) = 1im 208y, 2)
Cp @ pp\z) = T8 W@ (logy)
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1.5 Main problem

As we mentioned in Introduction, the main objective of this dissertation is to price a perpetual
American put option with asset-dependent discounting. In other words, we want to obtain
a closed-form solution to the following problem

Viou (5) = sup B, [e 5 5000 (i — 5,)+]. (1.21)
TET

In financial terms, we call this function the value function of the particular option. Apart from
the financial nomenclature that we use in the dissertation, we can consider problem ([1.21]) as
a certain optimal stopping problem.

Asset-dependent discounting is reflected in the w function, which is a crucial concept consid-
ered in this thesis. We underline that the discount function w for various economic reasons can
be different from the risk-free interest rate r > 0; more on this topic will be discussed later.

The way we choose to discount is distinctive, i.e. we assume a strong dependence between
the discount factor and the asset price. Such a procedure aims to understand various economic
phenomena that might appear in this extreme case. Our approach differs from typical studies
considered in the literature, where the interest rate is independent of the asset price, or there
is a weak dependence between these two factors. Therefore, we believe that the research we
have conducted is noteworthy in the context of American option pricing and other areas where
optimisation problems are studied.

In the following, we present one of the main theorems of our thesis, which also appears in
Section as Theorem . It shows us a closed-form of the function vxput(s, [,u) under certain
general assumptions. This function is related to the value function :Put(s) by the equality

VAwPut (3) - UXPut (87 l*7 u*)7

where

Vipw (8,15 u") = sup  vipu(s,l,u).
0<I<u<K

Furthermore, the optimal stopping time in our problem takes the following form
T = inf{t > 0:5; € [l,u]}. More detailed explanations on this topic are provided in Chap-
ter 2l What is essential here is that having the information that the optimal stopping region is
the interval [I,u| is enough to maximise function with respect to both [ and u to obtain
the final form of the value function V:Put(s). Moreover, by choosing a specific process S;, we
are able to obtain a more simplified form of vxput(s, [, u) which is presented in Subsection
and Subsection m Furthermore, we derive analytical expressions of for the specific
discount functions w, these results are presented in Chapter

Theorem. Assume that the stock price process Sy is described by (2.2)) with X; being the spectrally
negative Lévy process and w is a measurable, bounded from below, concave and non-decreasing
function such that

w(s) = ¢ for all s € (0,1] and some constant c € R. (1.22)
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Then

A (s)
FARI0

oo %(wu) u
{ / / y) ) ( elogl\/(logu—y))r(s7 u, Z)H(*Z _ dy)dz

ok <z>a %wﬁ (5) st () Jrion
(1.23)

Vipue(8,1,u) = (K = Dlgery + (K = s)Lseuy

where (")
2" (2)
€ pgen = 7 (2)

and r(s,u, z) is given in ((1.20]).
If 1 = 0 then condition (1.22)) is superfluous and

/UXPut (5) 0’ ’I,L) = (K - S)]l{se[(),u}}

+ { /OO /OO(K — 8 (s, u, 2)I(—2z — dy)dz
o Jo
- (i 2 (59 ()i 9 () 0

(1.24)

From a practical perspective, formula is much easier to handle than . In other
words, under certain assumptions, the lower bound of the optimal stopping region | = 0 and
then reduces to , which is a much simpler form and more convenient to generate
numerical examples.

1.6 Literature Overview

Let us recall that the main goal of this thesis is to find a closed-form expression of for
different stock price processes Sy and discount functions w.

As we mentioned in Introduction, our primary approach to this problem is the assumption of
a robust and functional dependence between the discount function and the asset price process.
In particular, we take a closer look at the discount function, which has the opposite monotonicity
to the payoff function. At first sight, such a case seems counter-intuitive because, for the put
option, if the asset price is in a higher region, one can expect that the interest rate will be lower
and the opposite effect one expects for a smaller range of asset prices. This dependence somehow
balances the discount function with the payoff function. On the other hand, we can think of an
investor who has strong confidence in the movement of the asset price and wishes to make an
extra profit when he/she is right and suffers a more significant loss when he/she is wrong. This
concept resembles an idea that stands behind barrier options. If the investor believes that it is
unlikely that the asset price will hit a given level, he/she can add a knock-out provision with the
barrier set at the support level to reduce the price of an option. Including the barrier provision
can eliminate paying for these scenarios that he/she feels are improbable. In our approach, we
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work in two ways by reducing the premium thanks to improbably incidents from the investor’s
perspective and increasing it for scenarios that are more likely to happen for him/her. Such
a description of the analysed option adequately describes a financial instrument tailored to the
risky investor.

Let us list here, for example, an up-and-out step put option analysed by [106, Formula (2.6b),
p. 60]. It is a particular case of our option, except that it is of a European type, not an American
one, but its mechanism of action is very similar to the one we consider. Another example in which
asset-dependent discounting is considered is a so-called gold loan (see [39] for the survey related
to this financial instrument). This contract is characterised as follows: a borrower receives at
time O (the date of the contract inception) a loan amount K > 0 using one mass unit (one troy
ounce) of gold as a collateral, which must be physically delivered to a lender. This amount grows
at the functional borrowing rate given in the contract that can depend on the gold spot price
S;. When repaying the loan, the borrower can redeem the gold at any time and the contract
is terminated. Of course, the dynamic of S; under the risk-neutral measure is such that the
discounted price e~"*S; is a martingale, that is E, [St} = ", [5’0]. Assuming that the storage
costs are equal to the borrowing rate plus some fixed cost ¢ > 0 per unit of time and that the
borrowing rate is a function @ of the gold spot price increased by this fixed cost S;et, the value
of this contract, with an infinite maturity date, at time 0 equals

supE, {e” (8ol @(Guetiwser _ el w<swew>dw)+]
TET

— supE, [e‘foT w(Sw)dw (g K)ﬂ ’
TET

(1.25)

where S; = S;e and w(S;) = r —@(S;). As we can see from formula (1.2F)), such an instrument
is equivalent to a call option for the problem we analyse in this thesis.

Our dissertation seems to be the first to analyse the optimal problem of the form (1)) in
this generality for jump-diffusion processes. For classical diffusion processes, Lamberton in [101]
proved that the value function given in is continuous and can be characterised as the unique
solution to a variational inequality in the sense of distributions. Another crucial paper for our
considerations is [I8] which introduced discounting via a positive continuous additive functional
of the process S; and used the approach of It6 and McKean [84], Section 4.6, p. 128] to characterise
the value function. We can see that t — f(f w(Sy)dw is indeed an additive functional. A similar
problem was also considered in [I08], where the authors developed an average problem approach
to prove the optimality of threshold type strategies for optimal stopping of Lévy models with
continuous additive functional discounting. If we take w(s) = (logs — log K)* for a strike K,
then fgw(Sw)dw = fg(Xw — log K)tdw, which is equal to the area under the trajectory of
(Xt — log K)T. Therefore, in this special case, we can talk about the so-called area options, see
[51] for details.

Another interesting paper by Rodosthenous and Zhang [124] concerns the optimal stopping of
an American call option in a random time horizon under an exponential spectrally negative Lévy
model. An omega default clock models the random time horizon. In their case, the first time
the occupation time of the asset price below a fixed level y exceeds an independent exponential
random variable with mean . This corresponds to the special case of our discounting with
w(s) =r+ 0l s<yy, where r is a risk-free interest rate. Similar discounting was analysed in
[60] where American step options were considered. In this case w(s) = ol {sca+(g)}, where
A*(H) = {s > 0: £(s — H) > 0} with H being a constant barrier. Furthermore, the payoff
function of a step option is the same as the payoff of a vanilla option, except that a factor
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e~ Jo@(Sw)dw eflates it when the knock-out rate o is positive or inflates it by the same factor
when the knock-in rate p is negative. In both cases, this factor depends exponentially on the
cumulative excursion time above or below a given barrier for the entire lifetime of the option.
This exponential functional can be interpreted as a knock-out (knock-in) discount factor. Step
options, as they are modifications of barrier options and belong to the group of non-standardised
financial products, are mainly traded over-the-counter.

The option we consider in this thesis also has this feature and can be used in direct trans-
actions between two parties without the supervision of an exchange. The idea of step options
can be further generalised in that the discount function w can be treated in real options as
a more general knock-out (knock-in) factor. One of the advantages of this functional discounting
is that an option buyer can customise the option by selecting an appropriate functional rate
according to his risk aversion and the degree of confidence in what the asset price will look like
during the whole option life. From a risk management perspective, we can still hedge this option
by trading the underlying asset. We can also identify the value of the contract. Additionally,
since different market participants can select different discount rates, short-term manipulation
by traders is substantially more difficult. Therefore, considering such options may help reduce
market volatility, as noted in [106].

The pricing technique developed in this thesis can be applied to a wide range of financial con-
tracts where the discounting in the above vein is affected by the underlying asset price process.
Apart from the options mentioned earlier, one can consider Executive Stock Options (ESOs), in
which the executive may exercise the ESO prematurely and leave the firm if an interesting oppor-
tunity arises or for diversification or liquidity reasons. Therefore, this policy can be determined
by publicly available information, such as stock prices. As Carr and Linetsky [33] noted, this op-
tion corresponds to w(s) = Ay + Aelfgs gy o W(s) = Af + Ael g s>10g K}, Where Ay is a constant
intensity of early exercise or forfeiture due to exogenous voluntary or involuntary employment
termination and A. is the constant intensity of early exercise due to the executive’s exogenous
desire for liquidity or diversification. Another relevant application concerns R&D projects. Here,
the probability of success before a competitor can depend on the ability of the firm to invest
resources in the discovery process. If performance is poor, for example, due to mismanagement,
the company does not invest resources in the discovery process. In the opposite scenario, more
resources are devoted to research activities. Therefore, the price of this type of project depends
on the path-dependent discounting as well, see [140] for a survey.

The convexity of the value function and the convexity preserving property, which is a crucial
component of our analysis, have been studied quite extensively, see e.g. [20, 21, [36], (67, [70, 82,
89, 00] for diffusion models and [69, [86] for one-dimensional jump-diffusion models.

We model asset price dynamics in a financial market by the jump-diffusion process. Based
on the empirical observations, we conclude that this class of stochastic processes modelling
asset prices is more reasonable than the one used in the seminal Black-Scholes model. The
logarithmic prices of stocks are more skew, asymmetric and have a heavier left tail than the
normal distribution, on which the seminal Black-Scholes model is founded. The introduction of
jumps in the financial market dates back to [I113], who added a compound Poisson process to the
standard Brownian motion to accurately describe the dynamic of the logarithm of stocks. Since
then, there have been many papers and books working in this set-up, see [42], [I33] and references
therein. In particular, [42] Table 1.1, p. 29| gives many other ample reasons to consider this type
of market. In addition to the classical Black-Scholes market, one can consider the normal inverse
Gaussian model of [12], the hyperbolic model of [63], the variance gamma model of [109], the
CGMY model of [34] and the tempered stable process analysed in |29, [93]. Many papers have
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also studied American options in the jump-diffusion markets, see |11, 3, [7, (16, 29] 37, 0T, 116].

Identifying the solution of the optimal stopping problem by solving the corresponding HJB
equation (as is done in this thesis as well) has been widely used in the literature, see [97, [120] for
details. In the context of American options with the constant discount function, both methods
of variational inequalities and viscosity solutions to boundary value problems in the spirit of
Bensoussan and Lions [19] are also well known, see [102, [121] 122].

The smooth fit condition is usually applied to determine the unknown boundaries of the
stopping region, see e.g. [100}[102] for the exponential Lévy process of asset prices. As Lamberton
and Mikou [102] and Kyprianou and Surya [I00] showed, the continuous fit condition is always
satisfied, but not necessarily the smooth fit property. Therefore, we prove that the appropriate
regularities of the process S; at the critical points mentioned above give smooth paste conditions.
It represents a generalisation of the classical results derived by [100] [102]. We want to emphasise
here that using our approach (proving the convexity of the value function and maximising it over
the ends [ and u of the stopping interval [[,u]) allows us to avoid identifying critical points via
smooth paste conditions.

Apart from this, the interval form of the stopping region (hence producing a double-sided
continuation region) is much rarer. It might come, for example, from the fact that when at time
t = 0 the discount rate is negative, it is worth waiting, since discounting might increase the profit
of such an option. This phenomenon has already been observed for fixed negative discounting,
see [13] 14, (15, (53| [145], or in the case of American capped options with a positive interest rate,
see [30, 59]. Therefore, in this case, one can obtain a double continuation region.

In this thesis, we also prove that in this general setting of asset-dependent discounting, the
price of the call option can be expressed in terms of the price of the put option. It is called a put-
call symmetry. Our finding supplements [64], [74] which extends to the Lévy market the findings
of [32]. Moreover, an analogous negative discount rate case result was obtained in [13], 14} [15] 53].
A comprehensive review of the put-call duality for American options is given in [57]. We also
refer to [58], Section 7, p. 480] and other references therein for a general survey on the American
options in the jump-diffusion models.

1.7 Notation

Let us introduce a set £ C R x [0,7]. We use the following notation

o C,(F) is the set of locally Holder(«) functions with o € (0, 1),
o Cpol(E) is the set of functions of at most polynomial growth,

e CPY(E) is the set of functions for which all derivatives il (alf(s’t)> with |k| + 2] < p and

Osk ot!
0 <[ < g exist in the interior of F and have continuous extensions to F,

o CHI(E) and ngﬁ(E) are the sets of functions f € CP4(E) for which all derivatives

g—; (alggf’t)> with |k| +20 < p and 0 <1 < ¢ belong to Cpei(E) and Cy(FE), respectively.

Furthermore, in many places in the thesis, we use the processes S; and X; interchangeably,
making use of the fact that S; = eX*. Then, if the process S; occurs at the expected value, we
mark it with the subscript, that is Eq[...] to indicate that Sy = s, while for the process X;, we
write E(,[...] to specify that Xo = z. Both of these formulas are equivalent. The first of the
listed expectations corresponds to the measure Ps, while the second corresponds to P(;). When
we use the symbol P we understand it as P1 (or equivalently P(y), the anagolic designation we
use for the symbol E.



Chapter 2

American options with asset-dependent
discounting

This chapter contains a precise formulation of our problem and presents in detail our pricing
approach of American put options with asset-dependent discounting. First, we introduce a class
of jump-diffusion stochastic processes together with all assumptions used throughout the thesis.
For this general set-up, we prove several facts leading to the main theorem, that is Theorem [3]
Firstly, we prove a significant Theorem [I] concerning the convexity of the value function analysed.
As we mentioned in Introduction, the convexity property of the value function underlies our
approach to option pricing, as it allows us to define the form of the optimal stopping region. In
the next step, we prove Theorem [2| about the optimal stopping rule and then deduce the form
of the stopping region. Then, we formulate a principal Theorem [3| that presents a closed-form
expression of U Put (s,1,u). Maximising it over [ and u leads to the final form of the value function
V:put(s). In Theorem {4 and Theorem [5| we give particular expressions of vxput(s, l,u) for the
Black-Scholes model and the exponential Lévy process with downward exponential jumps. In
particular, we note that in the latter case, the value function consists of the &£-scale functions
introduced in the previous chapter. In Theorem [0} we show that these functions are solutions of
specific second- or third-order differential equations. The classic approach via the HJB system
works as well in our set-up. Moreover, the appropriate regularities of the asset price process imply
smooth paste conditions for the value function. These facts are stated in Theorem [7] Finally, we
present the put-call parity, which shows the relation between the price of a call option and a put
option, as indicated in Theorem [§] Proofs of all theorems stated in this chapter are available in

Chapter [4]

2.1 Jump-diffusion process

In this thesis, we operate on a class of jump-diffusion processes. Therefore, we introduce here
some definitions and assumptions that are used throughout the dissertation. We assume a jump-
diffusion financial market, which is defined as follows. On a complete filtered risk-neutral prob-
ability space (2, F,F,P) with natural filtration F = {F; : ¢ > 0} satisfying the usual conditions,
we define F-adapted couple (B, v), where By is a standard Brownian motion and v = v(dt, dz)
is a homogeneous Poisson random measure on Rar x R for R = [0, 00), which is independent of
B;. Then the stock price process S; solves the following stochastic differential equation

A4S, = p(Se_, )t + o (Sy_, t)dB, + / V(Sp it 2)E(dt, dz), (2.1)
R

33
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where

e 0(dt,dz) = (v — q)(dt,dz) is a compensated jump martingale random measure of v,
e v is a homogenous Poisson random measure defined on ]Rar x R with intensity measure

q(dt,dz) = dt TI(dz).

We additionally assume that the jump-diffusion process has a finite activity of jumps, that is

A::/RH(dz) < o0,

where IT is a Lévy measure. Then Ny = v([0,t] xR) is a Poisson process and II can be represented
as

II(dz) = AP (eYi —1edz),

where {Y;};cn is a sequence of i.i.d. random variables, independent of N;, with distribution uy.
Note that B; and Ny are also independent of each other.
We note that if u(s,t) = us, o(s,t) = os and (s, t,z) = sz, then the asset price process St
is an exponential Lévy process, that is
Sy = et (2.2)

where X is a Lévy process that starts at x = log s with a triple (¢, o, II) for

C=p— 022 and TI(dz) = Auy (dz). (2.3)

This observation follows directly from the It6’s lemma.

2.1.1 Assumptions

Assumptions about the model parameters used throughout this dissertation are as follows.

Assumption (A).

(A1) The drift parameter u: R x Ra“ — R and the diffusion parameter o: Rt x Ra“ — R are
continuous functions, while the jump size v: RT x Rg x R = R is measurable and for each
fized z € R, the function (s,t) — (s, t, z) is continuous.

(A2) There exists a constant C > 0 such that

p2(s,t) + o%(s,t) +72(s,t,2) < Cs?

for all (s,t,2) € RT x Rf x R.
(A3) There exists a constant C > 0 such that

|1(s2,8) = pls1, ) + |o(s2,8) = a(s1, )| + [7(s2, 1, 2) = v(s1,1,2)| < Csa = 51

for all (s,t,z) € RT x R} x R.
(A4) There exists a constant C' > —1 such that

v(s,t,2) > Cs

for all (s,t,2) € RT x Rf x R.
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(A5) g(s) € Cpo(RT), where Cpoy(RT) denotes the set of functions of at most polynomial growth.

(A6) V§(s) < oo for all s € RT.

The Assumptions (A1)l |(A2)] [(A3)| guarantee that there exists a unique solution to ({2.1)).
Moreover, and [(A4)| imply that

]P’(SthforsometERar)ZO

which is a natural assumption, since the process S; describes the stock price dynamic, so its
value must be positive. Additionally, to make the pricing problem well-defined, we assume [(A6)
To recall, the form of V{'(s) is defined in (). We do not provide here the necessary conditions
for w and g that guarantee , we focus only on the finiteness of V{’(s). However, it can be
easily shown that w > 0 and the boundedness of g are sufficient conditions for to hold.

Remark 2. Note that Assumptions|[(A1)H(A4) are all satisfied for the exponential Lévy process

given in ([2.2)).

If we talk about convexity and concavity in this thesis, we mean it in a weak sense, allowing
these functions to be constants within some regions.
2.2 Convexity

Our first crucial result concerns the convexity of the value function V{(s).

Theorem 1. Let Assumptions (A) hold. Assume that the payoff function g is convex, w is
concave, the stock price process Sy follows (2.1)), and the following inequalities are satisfied

(s, t, 2z
7282)7(5,@ z) >0, (2.4)
0?u(s,t) dw(s)\ OVE(s,t)  dw(s)
_ — g > .
( 0s? 2 ds > 0s ds? VE(s,1) 2 0, (2:5)

where Vi (s,t) is defined in (2). Then the value function V{(s) is convez as a function of s.

Remark 3. We now give sufficient conditions in terms of the model parameters for to be sat-
isfied. If S; is the exponential Lévy process (hence u(s,t) = us, o(s,t) = os and (s, t, z) = sz)
then is satisfied. Also, let g(s) = (K — s)T and, therefore, consider the value function
VAwPut(s) defined in (1.2I). If w is a non-decreasing function, then the function s — Vi (s,t)
is non-increasing. Moreover, the concavity of w implies that the second term in is non-
negative. Combining all these conditions, we can conclude that is satisfied.

Remark 4. We stated the above assumptions to look at the put option. We can simply note
that an analogous approach can be applied to the call option.

2.2.1 Perpetual American put option

Assume now the particular case of with the payoff function of the form

gls) = (K — )"
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Then, instead of V'(s) we use the expression V%, (s) and interpret it as the value function of

a perpetual American put option with asset-dependent discounting. It is given by

Vipu(s) = supEg |e” Jo wSwdw (g g )| (2.6)
TET
Note that above we used the fact that the option will not be realised when it equals zero.
Therefore, the plus sign in the payoff function could be skipped.
From now on, we will focus only on the asset price modelled by a spectrally negative expo-
nential Lévy process, that is

St = €Xt, (27)

where X; is a spectrally negative Lévy process starting at * = logs. This means that X; does
not have positive jumps, which corresponds to the inclusion of the support of the Lévy measure
IT on the negative half-line. It is a prevalent assumption used in financial mathematics that
faithfully reflects the behaviour of stock prices, see 3, 8]. One can easily observe that the dual
case of the spectrally positive Lévy process X; can be treated similarly. We decided to skip this
analysis and focus only on a more predominant, from a practical perspective, spectrally negative
scenario.

2.3 Optimal stopping time

To solve the optimal stopping problem given in ({2.6)), we need to determine the optimal stopping
rule. From the general theory of optimal stopping, see [120, Chapter III, p. 122], we can conclude
that the optimal stopping rule is the first time when the value function is equal to the payoff
functionﬂ that is

T =1inf{t > 0: Vipu (S) = K — St}

From Theorem (1| we know that V:put(s) is convex. Moreover, from the definition of the value
function it follows that Vlfput(s) > K — s. Taking these facts into account, together with the
linearity of the payoff function, it follows that :put (s) and g can cross each other in at most two
points. This observation leads straight to the conclusion about the form of the stopping region,
which is stated in Theorem . We recall that in and we introduced the entry time into
the interval [l, u], that is

T = inf{t > 0:S; € [l,u]}

and the corresponding value function
Tlu
/UXPut (37 l7 u) = ]ES |:€7 fo W(Sw)dw(K _ Tl,u)i| ,

where 0 <[ <u < K.

Theorem 2. Let the assumptions of Theorem hold. Then the value function given in 18
equal to
Vibu(8) = vipue (s, 17, u”),
where
virw (s, 15 u") = sup  vipu(s,lu).
0<I<u<K

The optimal stopping rule is Tjx ., where [*, u™ realise the supremum above.

More precisely, one can observe that [120, Formula (6.3.1), p. 127] is equivalent to [120, Formula (6.0.1), p.
124] that can be understood as [120, Formula (2.2.3), p. 36] as noted in [120] p. 125].
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Remark 5. Another characterisation of critical points {* and u* via a smooth fit property is
given in Theorem [7]}

Theorem [2] indicates that the optimal stopping rule in our problem is the first time the
process Sy enters the interval [I*,u*] for some I* < w*. When [* = u*, the interval becomes
a point. In some cases, the observation above allows us to identify the value function in a much
more transparent way. Finally, note that if the discount function w is non-negative, then it is
never optimal to wait to exercise the option for sufficiently small asset prices. In other words, it
means that [* = 0 and that the stopping region is one-sided.

2.4 Main result

The main result of this thesis is the closed-form expression of the function vxput(s,l,u), as
presented in Theorem [3]

Theorem 3. Assume that the stock price process Sy is described by (2.7) and w is a measurable,
bounded from below, concave and non-decreasing function such that

w(s) =c for all s € (0,1] and some constant ¢ € R. (2.8)
Then
w A (s)
Vipui (8,1, u) = %”T)(Z)(K — Dy + (K = 8)Lpsep )y
o oA (A
e _ JloglVv(logu—y) Y
+ {/0 /0 A (0 (K —e )r(s,u, 2)II(—z — dy)dz

0 (g () (29 (2) -7 (D) Yoo

where

and r(s,u, z) is given in ((1.20)).
If 1 =0 then condition (2.8)) is superfluous and

varu (8, 0,u) = (K = $)1sejo,u

+ { /O h /0 (K — B (s, )T (—2 — dy)d

0 (g () (259 () a7 () Jrion

Remark 6. For the general case where [ > 0, condition (2.8) is a technical one and is a con-
sequence of the assumption made in [I05, Theorem 2.5, p. 3279|, which is used in the proof.
However, this assumption is probably superfluous.
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2.4.1 Black-Scholes model

We can give a more detailed analysis in the case of the Black-Scholes model. The stock price
process is of the form S; = e**, where

Xt = 10g5+<t+0’Bt (29)

with ( = p — %2, while 4 € R and ¢ > 0 are the model parameters. Under the martingale

measure, the drift parameter p = r, where r is a risk-free interest rate.

Theorem 4. Assume that w is a bounded from below, concave and non-decreasing function. For
the Black-Scholes model with X; given in (2.9)), the function v¥p (s,l,u) defined in s given

b APut
Y
w h(s
Vapu (8,1,u) = h((l))(K — Doy + (K = 8)Lpsep )y
h(s)
+ h(u) (K - U)]l{5>u},
where h(s) is a solution to
022
5 h"(s) + rsh’(s) — w(s)h(s) = 0, (2.10)

which satisfies

{h(s) =K-—s, se[l*u], (2.11)

lim h(s) = const.
S5—00

Remark 7. The optimal limits I* and u* can be found from the smooth fit property given in
Theorem [7

2.4.2 Lévy exponential jumps

We can construct a more explicit form of the function vxput(s,l,u) for the exponential Lévy
process with downward exponential jumps. In this case, the stock price process is given by
S, = eXt for
Nt
Xy =logs+(t+oB - Y, (2.12)
i=1

where { = pu— %2, while ¢ € R and ¢ > 0. Furthermore, Ny is the Poisson process with intensity
A > 0, independent of Brownian motion By, and {Y;};cn is a sequence of i.i.d. exponentially
distributed random variables with mean % > 0, independent of B; and N;. Furthermore, under

the martingale measure, the drift parameter y = r + p—j\rl with r being a risk-free interest rate.
We recall that the Laplace exponent of X; starting at 0 is as follows

woy=cot Lo 2

—_—. 2.1
2 p+0 (2.13)
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Theorem 5. Assume that w is a non-negative, concave and non-decreasing function. For the
exponential Lévy model with Xy given in (2.12]), we have | = 0. Furthermore,
(i) if o =0 and X\ > 0 then

et = (6 200) (2090 (2) e ().

(ii) if o >0 and A = 0 then

vxput(s,o,u) = (K —u) ( lim <§>a (Q@S“z‘f) (%) — C%WQ)/%W&)WQ(WS) (%))) , (2.15)

a—oo \ U

(i13) if o >0 and X\ > 0 then

Viru(5,0,) = (K - pipl> ("@P(wu) (2) — Cypw) ///(w)?/( u) (2))

(2.16)
_ 5 (w _ o) (2
(8 =) (Jim (3) (29 (3) = caem pmen#d9 (7))
where )
. FW(2) ﬁfawa (2)
e = Mgy M e = B G (217)

The optimal boundary u* in (2.15) and (2.16|) can be determined by the smooth fit condition
(UXPUt)/(U*7 07 U*) = _17
while the optimal boundary u* in (2.14) can be determined by the continuous fit condition
v/‘;’put(u*,O,u*) =K —u".

From (|1.4)) (see also [119] Proposition 5.6, p. 782|) we simply note that the Laplace exponent

of X; taken under ]P’Eg‘)) is of the same form as (2.13), that is

()2 A(@g

(@) () = (@) g 2 _

(2.18)

where (@ = ¢ + 62a, 0@ = g, N = p);—"; and p(a) = p + «. Therefore, finding the scale
functions under P(g) and ]P’Eg)) works in the same way. To do so, we recall that in ([1.14) and

we introduced them via regular &-scale functions, that is #/(&)(s) = W) (z) and
Z©)(s) = Z2Ee=P)(z) for x = logs. Therefore, to identify closed-forms of (2.14), and
it suffices to find &-scale functions W) (z) and Z©)(z) for a given generic function £&. We
recall that both &-scale functions are given as solutions of the renewal equations ((1.10]) and (|1.11))
formulated in terms of the classical scale function W (x).
From the definition of the first scale function given in with ¢ = 0 and from with
o > 0, we derive the following
3
x) = Z e’
i=1
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where ~; solves

(i) =0 (2.19)
and 1
T, = ——.
()
Note that one of the solutions to (2.19)) equals 0, so we can set 73 = 0. In turn, if 0 = 0 in
[E13), then
2
W(zx) = Z e’
i=1
with 77 = 0, 2 = %, T, = —A%C and Ty = ﬁ. Theorem |§| shows that the &-scale

functions W (z) and Z(©) (z) satisfy specific ordinary differential equations.

Theorem 6. We assume that the function £ is continuously differentiable. For the exponential
Lévy model with X; given in (2.12]) we have
(i) Ifo =0 and A > 0 or A\ =0 and o > 0, then W& (z) solves

WO () = (11 + To)é(x) +712) WO (@) + (11 + To)¢/(2) — 12 T16(2)) WO (z)  (2.20)

with ©
£ =
W ,(0) T+, ) (2.21)
WE(0) = (T1 + T2)2€(0) + Toya,
Moreover, the function Z(€) () solves the same equation (2.20) with
©(0) =
220 =1, (2.22)
ZO7(0) = (T1 + T2)(0).

(i) If o > 0 and X > 0, then the function W (z) solves

"

WO (@) = (1 +3) WO ()
+ (Ya(y2 — 1)é(x) — 7273 — 13 T1E(@) W' (2) (2.23)
+ (Ta(y2 = 3¢ (2) + 7273718 () = 13 Tag () W ()

with
W(&)(o) =0,
WE'(0) = Toyz + Ta7s, (2.24)
WO (0) = Toy2 + Tavs2.

Moreover, the function Z©)(z) solves the same equation ([2.23)) with

(0) o, (2.25)
Z2©"(0) = Ta(y2 — 73)E(0) — 43T 1£(0).

Remark 8. Note that in our case I = 0, so from Theorem |§| it follows that assumption ([2.8)) is
not required.
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2.5 Hamilton-Jacobi-Bellman equation

A classical approach via the Hamilton-Jacobi-Bellman equation is also possible in our set-up.
More precisely, as before in , we consider S; = eX* for the Lévy process X; that starts at
x = log s with the triple (¢, o, II).

We note that using [I31, Theorem 31.5, p. 208] and It6’s lemma, one can conclude that the
process S; is a Markov process with an infinitesimal generator

Af(s) = A f(s) + A7 f(s),

where AC is a second-order linear differential operator of the form

0232 2

A1) = T3+ (¢ G ) or

and A7 is an integral operator given by

0
A7) = [ (F6%) = £(6) = el (5)1 ey ().
—0o

The domain D(A) of this generator consists of the functions belonging to C?(R™) if o > 0 and
CY(RT) if ¢ = 0. In this dissertation, we prove that V§(s) satisfies the HJB equation given in
Theorem @ with appropriate smooth fit conditions. We recall that 1 is regular for (0,1) and for
the process Sy if Py (7(9,1) = 0) = 1 for 7g1) = inf{t > 0: 5, € (0,1)}. Similarly, we can define
the regularity for (1,00). Lastly, we observe that the regularity of S; at 1 corresponds to that of
Xy at 0 for the negative or positive half-line.

Theorem 7. Assume that the asset price is a spectrally negative exponential Lévy process (2.7)).
Let w be a concave function bounded from below with the opposite monotonicity to the payoff
function g. Assume that V{(s) € D(A) and g(s) € CYHRT). Then V{(s) uniquely solves the
following HJB system

{Avg(s) —w(s)VE(s) =0, s [I",u], (2.26)

VY (s) = g(s), s € [I*,u*].

Moreover, if 1 is reqular for (0,1) and for the process Sy, then there is a smooth fit at the right
end of the stopping region

(VX)) (u™) = g'(u").
Similarly, if 1 is regular for (1,00) and for the process Sy then there is a smooth fit at the left
end of the stopping region

(VE)' () = g'(I").
Remark 9. Let us consider the put option. Then from Theorem [2] and Theorem [3] we can
conclude that the smoothness of the value function V¢, (s) corresponds to the smoothness

of the &-scale functions for w, w, and w (defined in (1.19)). From the definitions of these
functions given in (1.14]), (1.15)) and ([1.16)), it follows that the smoothness of the latter function

is equivalent to the smoothness of the first scale function observed under measures P(g) and ]P’Eg‘)).

By [99, Lemma 8.4, p. 222 the smoothness of the first scale function does not change under the
exponential change of measure ([1.3). Thus, from [40l Lemma 2.4 (p. 117), Theorem 3.10 (p.
136) and Theorem 3.11 (p. 140)], it follows that
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o if 0 >0 then V%, (s) € C?(R1),
e if 0 = 0 and the jump measure II is absolutely continuous or f31 |z|II(dz) = oo, then
Viu(s) € CHR).

Furthermore, by [3, Proposition 7, p. 11], 1 is regular for both (0,1) and (1, 00) if o > 0. Hence,
HJB system with the smooth fit property could be used without additional assumptions as
long as o > 0. If one has a single continuation region [u*, 00) and o = 0, then by [3, Proposition
7, p. 11] to get the smooth fit condition at u*, it suffices to assume that the drift ¢ of the process
X is strictly negative.

2.6 Put-call parity

The put-call parity allows one to calculate the price of the American call option having the put
option price. We formulate this relation again for S; being a general exponential Lévy process
defined in (2.2)) with the Lévy triple (¢, o,1I) and Sy = s. Apart from the following function
Tlu
UKPut (87 K7 ga Ua H7 l’ U) = ES |:ei fO N(Sw)dw(K - STl,u)+:|
defined in , we denote

UZC&U(S) K’ C’ ag, H’ l7 U) = ]ES [C_ folvu w(Su/)dU)(STl’u _ K)+i| .

Theorem 8. Assume that (1) < oo. Let 0 <1 <u < K. Then we have the following

. K uK
© (s, K, C oL L) = o5, [ K,s,—C 0,11, — 2 2.2
UAC 11(35 7C50-) ) )u) UAP ) S, <)0-7 ) s ] S ) ( 7)
where
[(dz) = e "II(—dz), (2.28)

Moreover, if the assumptions of Theorem |1| hold for the function 9V then the American call
option admits a double continuation region with optimal stopping boundaries I, and u) such that

== (2.29)

*
(&
where I* and u* are the stopping limits for the put option.

Remark 10. Note that the value function of the American call option is expressed in terms
of the American put option calculated for the Lévy process X, being dual to the process X,
observed under the measure }P’Ell O)g K)" In particular, the jumps of X, have a direction opposite to
those of X, for which the put option is priced. In general, determining the conditions for w such
that 9() satisfies all the assumptions of Theorem [I| seems severe, and then we can only work on
a case-by-case basis.



Chapter 3

Examples

This chapter shows examples of a closed-form of V put( ) along with figures for different discount
functions w and asset price processes S;. In some cases, these functions were obtained analytically,
while for others the analytical formula could not be determined explicitly, so we proceeded
numerically to generate the figures of the value function V Put( ).

3.1 Pricing methodology

In Theorem [3| we state the exact form of v Aput(s, l,u) for S; given in , while in Theoreml
and Theorem [5] we provide this formula for more specific cases of S;. In this chapter, we use
these theorems to represent the value function VAput( s) in the closed-form. For this purpose,
we choose a specific form of the process S; and the discount function w for both the classical
Black-Scholes model and the exponential Lévy process with downward exponential jumps. Then,
in the case of Theorem [5] we still need to identify the generalised scale functions to determine
the form of v Aput(s, l,u). As we know from Theorem (6 they are the solutions of some ordinary
differential equations. We present examples in which we can explicitly solve these equations and
obtain analytical solutions of the generalised scale functions, as well as the function v% A Put (s,l,u).
Then, maximising it with respect to the parameters [ and u, we can derive the closed-form of
Vibu (s). We call this procedure an analytical approach.

On the other hand, in other situations, we solve the differential equations mentioned above
numerically and generate figures of the generalised scale functions. It allows us to create the
final figure of the value function V| Put( ) for the optimal values of [ and w. This procedure is
called a numerical approach.

It is also worth highlighting that we used a numerical method for all analytical cases and
compared the results obtained between these two approaches. The numerical part of our work is
done in the Python programming language. We use the package mpmath for numerical calcula-
tions, which is a designated library for real and complex floating-point arithmetic with arbitrary
precision. It allows us to derive very accurate numerical results. In addition, these results
are indeed close to their analytical counterparts. A more detailed description of the numerical
computation is provided in Subsection [3.1.2

3.1.1 Analytical approach

As indicated above, in the analytical approach, we explicitly solve ordinary differential equations
from Theorem [ and Thereom [} We can do this by selecting the appropriate function w in

43



44 CHAPTER 3. EXAMPLES

(2.10) and & in (2.20)) and (2.23]). In the first of these cases, the solution of (2.10)) with boundary

conditions (2.11)) allows us to immediately obtain the form of v/“iput(s, l,u). In some scenarios, it

is possible that a double continuation region appears, e.g. when w is negative.

In turn, in the second case, solving equations and with boundary conditions
(2.21)), (2.22), (2.24) and allows us to obtain only forms of the generalised scale func-
tions. Later, we still need to calculate constants to derive v¥p,, (s,0,u). We note that in

APut
Theorem [5| it is assumed that w is non-negative and therefore [ = 0.

3.1.2 Numerical approach

Analogously to the previous section, the numerical approach involves solving the same differential
equations as above, but this time we use a numerical algorithm.

In general, solving a high-order ordinary differential equation consists of transforming it into
a first-order vector form and then applying an appropriate algorithm that returns the numerical
solution of the n + 1—dimensional system of first-order ordinary differential equations.

For practical purposes, such as financial engineering problems, numerical approximations to
the solutions of ordinary differential equations are often sufficient. In our case, we focus on the
Higher-Order Taylor Method. This method uses the Taylor polynomial for the solution of the
equation. Using the differential equation, it approximates the 0—th-order term using the value of
the previous step (the initial condition for the first step) and the subsequent terms of the Taylor
expansion.

We perform all numerical calculations in the Python programming language using the mpmath
library for arbitrary-precision floating-point arithmetic, which enables us to obtain results with
arbitrarily high accuracy. The consequence of this is that the differences between the analytical
and numerical results are negligible. We can manipulate them, which results in more or less
computation time of our algorithm.

3.2 Black-Scholes model

Let us take the discount function w of the form

C
w(s) =— — D,
s+1
where C' and D are positive constants. According to Theorem [ we have

h(s)

w h(s)
Vipue (8,1, 1) = W(K —Dseony + (K = 8)Lsepuy + W(K = U)o (u,o0)}s

where h is a solution to

o2s?

2

C
s+1

h"(s) + rsh'(s) + < + D) h(s) =0 (3.1)

which satisfies

h(s)=K —s, se€|[l*u"],
. (3.2)
lim h(s) = const.
5§—00
First, we solve the above equation and identify the form of h(s). Then, we look for boundaries
[* and u* such that

o (8,150) = sup (s, 1)
0<i<u<K
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We can find them by applying the smooth and continuous fit conditions. The general solution
to (3.1) is given by

h(s) = K1sM9F) (a1, by, c1; —s) + Kos®9Fy (ag, by, c2; —5), (3.3)

where o Fy(-,-,-;-) is the Gaussian hypergeometric function. Moreover, a; = (—1)1(M — G),
b = (=) (M + G), ¢; = 1+ 2(-1)'G, d; = (-1)'G + L for i = 1,2 and K, Ks are some
constants, where L = % — 5, M =/L* - i—g, G=\/L?—- @.

Using formula and the boundary conditions given in we can identify the form of
value function . Since we consider the negative function w, we obtain a double continuation
region. We take one of the summands from for s € (0,1*) and the second for s € (u*, 00).
This choice is made in such a way that, on the given interval, we impose a greater function of
these two. Hence, we derive

Kys%25Fy (a, ba, c2;—5), s € (0,1%),
:Put (S) - K - S, S 6 [l*,u*], (34)
KlsdlgFl(al,bl,cl; —s), sé€ (u*,00).

Using the smooth and continuous fit properties, we can find K; and Ky and show that [* and
u* solve the following equation

14 oFy(ai, b, ci; —s)K;Ds + s P; = 0, (3.5)
where
K= (K -5 "
- _s 7
’ 2 F'1 (ai, b, i3 —s)
D,L' = disdi_l,
P aibigFl(ai +1,b;4+1,¢; 4+ 1; —8)
= —

Ci

for i = 1,2. We numerically calculate the roots of for i = 1,2 and assign the smaller result
to [* and the larger one to u*.

Let us assume the given set of parameters C' = 0.001, D = 0.01, K = 20, r = 5% and
o = 20%. The numerical procedure above produces I* ~ 7.23 and u* =~ 8.34. Figure|3.1| presents
the value function that arises in this case.

Remark 11. Let us note that lim,_,q+ V:Put(s) = oo which means that the price of the option
is unlimited even for an arbitrarily low stock price. This is a consequence of the fact that the
discount function is strictly negative for s — 0T,

3.3 Lévy exponential jumps

3.3.1 Constant discount function

The case when w is constant, that is w(s) = ¢, is the standard example that appears extensively
in the literature. However, this case is quite special, as it turns out that the second term in the

sum in (2.16]) simplifies and we do not need to deal with the measure ]P’Eg)) (and thus calculate the

limit for o — 00) to find the form of v{p(s,0,u). This fact is stated in the following theorem.
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=== V\alue function
— Payoff function

Value of an option

0 5 10 15 20 25 30
Stock Price

Figure 3.1: The payoff function and the value function V/‘:put(s) given in (3.4)) for the following
set of parameters: C' = 0.001, D = 0.01, K = 20, r = 5% and o = 20%.

Theorem 9. Assume that w(s) = q. Then

lim (i)“ ( 2 (a=9() (2) — € pam bt -t HAVD) (E))

a—o0 \U u

2 . . (3.6)
=5 (7 (5) -2 (3)).
Proof. Note that
dm ()7 (2 () = eqtomsion s 07 (1)) 6.

corresponds to the continuous transition of the process S; to the interval (0, u], or, in other words,
to the continuous exit of the half-line (u,00). We define

oy =inf{t >0:X; <0} and of =inf{t >0:X; > a}.

a

It turns out that formula (3.7)) is equivalent to
—q05 . z— +. —
Ei |:6 qUo’JO <O’a,XUa—O:|.

More details can be found in the proof of Theorem [3| Then using [107, Formula (13), p. 1417|
for = log (£), a = 0 and v'9 () = W(@'(z) together with the fact that W(9'(0) = 2 (see [99,
Exercise 8.5, p. 235|), we obtain

o2 W@ (a)

s |99 . 5= +.v ol =2 (D (e _ _ T @
Es [e 0,00<0a,X(70 0} 5 (W (x —logu) W(q)(a)W (x logu)>.

Lastly, we complete the proof by taking the limit a — oo and applying L’Hospital rule. O
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Ultimately, (2.16)) for the constant discount function w(s) = ¢ can be written as

emlo00 = (K- 27) (29 (3) e (7))

(3.8)

= (o ) o ()

Remark 12. For the case of A\ = 0, it can be shown that (2.15)) simplifies to the well-known
formula in the Black-Scholes model, that is

_or
vxput(s,o,u) = (K —u) (8) o ,

u

where we used substitutions ¢ = r and { = r — %2 Therefore, we are not forced to apply the

smooth fit condition to find the optimal value of uw. Instead, we can do this analytically by

finding the maximum of VX put (s,0,u) with respect to u and derive the form of the value function

Vibu ()
Figure presents the value function :Put(s) for three different values of ¢, that is
q € {0.3,0.6,0.9}.

20.0 -
— q=0.3
17.5 - — q=0.6
- gq=0.9
< 15.0 - — Payoff function
2 125-
o
S 10.0 -
y—
o
o 7.5-
=
3 s0-
2.5 -
0.0 -
0 5 10 15 20 25 30
Stock Price

Figure 3.2: The payoff function and the value function V:Put(s) corresponding to (3.8)) for the
following set of parameters: K = 20, r = 0.05, 0 = 0.2, A\ =6, p =2 and ¢ € {0.3,0.6,0.9}.

Based on Figure [3.2] we can simply note that a higher value of w results in a smaller value of
Vb (s) which is in line with (2.6) and financial intuition.

In turn, Figure shows a comparison of the value function V:Put (s) corresponding to three
cases ([2.14)), (2.15)), (2.16|) and for the same value of ¢ = 0.5.

The resulting relation between these functions is again consistent with economic expectations.
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20.0 -
— 0’=O
17.5 - A0
— >0
c 15.0 - — Payoff function
8 12.5-
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2.5 -
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0 5 10 15 20 25 30
Stock Price

Figure 3.3: The payoff function and the value function :Put(s) corresponding to (3.8 for three
cases 0 = 0, A = 0, 0 > 0 and for the following set of parameters: K = 20, r = 0.05, 0 = 0.4,
A=6,p=2and ¢g=0.5.

3.3.2 Linear discount function

In this subsection, we consider a linear discount function of the form w(s) = C's for some positive
constant C.

3.3.2.1 o=0

Let us consider the case of ¢ = 0. Then the asset price process Sy can only jump from (u, 00) to
the stopping region (0,u]. From Theorem [5| we know that

w — __up (wa) (5 _ (wa) (2
vAPut(8707U) B <K p+ 1) (f)f <u> C“OX(“)/W(UJ)W (u)) ’ (3.9)
where wy, (5) = w(s) = Cs. Equivalently, (3.9) can be rewritten as
u
0 e (2, 0,u) = (K - - 1) (20 (z = togu) = €z ppn W™ (z —logu)) ,  (3.10)

T

where = = log s and n,(z — logu) = n(x) = Ce®.
To find the closed-form of we need to identify W) (z — logu) and Z0)(z — logu).
From Theorem@it follows that both W (z) and Z( () solve the following ordinary differential

equation
["(2) = (Ae* + B)['(x) + De f(z) (3.11)

with A = %, B=2£ and D=C %, while the initial conditions are as follows

¢
1
{W(”)(O) &

wm'(0) = 25/\

(3.12)
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and

{Z(n) 0 =1, (3.13)

M) = C
ZW(0) = %.
Substituting ¢t = Ae” and F'(t) = f(z) into (3.11]) we obtain the Kummer’s equation of the form

tF"(t) + (b—t)F'(t) —aF(t) = 0, (3.14)

where b =1— B and a = %. If b is not an integer, then the general solution to (3.14) has the
form
F(t) = K11F1(a1, by; t) + Kztl_blFl(a/Q, ba; t), (3.15)

where K7 and K> are the constants that can be found based on the initial conditions, a1 = a,
by =b,a =a—b+1, by =2 —b, while 1Fy(-,+;-) is the Kummer confluent hypergeometric
function.

We denote by K}V, K§ and K, K% the constants corresponding to W) (z) and 2 (z),
respectively. Using initial conditions (3.12)) and (3.13)), we can simply calculate these constants
for both W) (z) and Z( (z). By shifting these functions by logu, we produce W) (z —log u)
and Z01) (z — logu).

The asymptotic behaviour of 1 F} (a, b;t) for t — oo is as follows

T'(b) 1

1Fi(a,byt) = mett‘l_b [1 +0 (tﬂ . (3.16)

Based on (3.16|) we calculate the constant ¢z, JW) (or equivalently ¢ g () /W(w)) that occurs in
(3.10). It has the following form

K{ F{pg AN ™ + Kf i) v
(
(

a1)
(b al— T'(b an—1
KYVI‘ ai))A 1= +K;/V1"éaz))A 2t

(3.17)

Czm won =

Combining all the results obtained and substituting them into (3.10]), we can present the analyti-
cal form of vy, (s,0,u). Then we maximise it with respect to u and derive the graphical form of
the value function V%, (s). Figurepresents a comparison of the value function V¢, (s) when

APut APut
the generalised scale functions were calculated analytically and numerically by solving equation

B11).
Furthermore, Figure illustrates the constant cz() ) m obtained in (3.17) together with

the quotient of the functions Z (z) and W™ ().

3.3.2.2 A=0

Consider the case of A = 0. In this case, the asset price process S; leaves (u,00) and enters the
stopping region (0, u] only continuously. Therefore, from Theorem |5 we have

S o S S

v"/ipm(s,o,u) = (K —u) < lim <—>a (,,@”05“’“) (E) — C,@(éw%/%l(wa)wa(wg) <ﬂ>>) (3.18)

a—oo \ U

which is equivalent to

U pue (2, 0,u) = (K — ) <QILIEO (7= logu) (Z&"g)(aﬁ —logu) — czéna)/wéna))/\/o(ﬁg)(x — log u))) .
(3.19)
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Figure 3.4: The payoff function and the value function V:put(s) corresponding to (3.9)) for both
methods of determining the generalised scale functions: analytical and numerical one, and for
the following set of parameters: K =20, C =0.1, r =0.05, A =6, p = 2.

It suffices to find Wo(lnm(x —logu) and Zg?&’)(x —logu). From Theorem |§| it follows that both
C(lna)(x) and Z&na)(x) solve
f'(x) = Baf'(x) + (Da€” + Eq) f () (3.20)

with B, = —%(C + 0%a), Dy = i—g and E, = —% (Ca + "72042). The initial conditions have
the following form

Wi (0) =0,
and -
Zy'(0) =1,
o 3.22
{Zé" "(0) =o. 522

Substituting t = 2¢/—Dye® and F(t) = ef%f(a:) into ([3.20) we obtain the Bessel differential
equation of the form
t2F"(t) + tF'(t) + (t* — v?)F(t) = 0, (3.23)

where v = /B2 + 4E, = % The general solution to (3.23]) is equal to
F(t) = K1Jy(t) + KoY, (1),

where J,(-) and Y,(-) are the Bessel functions of the first and second kinds, while K; and Ko
are constants. In the following, we use the symbols K}V, K3V and KZ, KZ which correspond to
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Figure 3.5: Comparison of the constant cz() /e given in (317) and the ratio of Z((z) and

W (z) for a linear discount function w(s) = Cs (n(z) = Ce®) and for the following set of
parameters: K =20, C' =0.1,r =0.05, A =6, p = 2.

éna)(:c) and Z(gna)(x), respectively. Therefore, we derive

flz)=e 5" (Kljv(z —Dae®) + KoY, (2 Daew)>. (3.24)

Based on the form of (3.24) and the fact that D, does not depend on «, we can simply note
that (3.19) is also independent of «. Therefore, we can take an arbitrary value of « in (3.20]).
This key observation allows us to rewrite (3.24)) in a simplified form. Indeed, for a« = 0 equation

is equal to
J"(x) = Bof'(w) + Doe” f(x), (3.25)

where By = ;—224 and Dy = @ Hence, the general solution to (3.25|) takes the following form

[

Bgx
flz)=e2 <K1Jv(2 —Doe®) + KoY, (2 —Doem)>. (3.26)
_ 1 .
For By = 5 —n, where n € Ny and Dot > 0, equation (_3.26) reduces to

f(z) =K <cosh(4 Doe"”)> + K> (sinh(4 Doew)> .
If we take the following sample parameters » = 0.05 and ¢ = 0.2, we obtain n = 2 and therefore

o) = K (3 sinj(sz;/?x) N sinh(g;/?) B 3cos;16(22xJe7)>

VK <3 cosh(2v/e*) N cosh(?x/eim) B 3sinh(2\/e7)>'

5
4e2" e2” 2e%

(3.27)
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Applying initial conditions (3.21)) and (3.22)) we can simply obtain K{", K3V and K¥, K. Using
equality (3.27) that holds for both W&na)(x) and Zc(yna)(x), we can calculate the following

_ _ KY + Ky
CZ(g’ria)/W‘(;]a) — CZ("])/W(”’I) - KYV + K;/V .

(3.28)

Taking into account all the results, we can obtain the analytical form of (3.19)) and then maximise
it with respect to u to obtain the value function V:put (s) for the sample data.

Figure presents a comparison of the value function V%, (s) corresponding to (3.18) for
the generalised scale functions obtained analytically and numerically.

20.0 -

— \/alue function - numerical approach
17.5 - = = Value function - analytical approach
— Payoff function

= =

N ul

ul o
1 1

Value of an option
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5.0 -
2.5 -
0.0 -
0 5 10 15 20 25 30
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Figure 3.6: The payoff function and the value function Vip,, (s) corresponding to (3.18)) for both
methods of determining the generalised scale functions: analytical and numerical one, and for
the following set of parameters: K =20, C = 0.1, r = 0.05, 0 = 0.2.

In turn, Figure shows the constant cze) yym given in (3:28) with the ratio of Z((z)
and W (z).

3.3.3 Power discount function

This time, we take into account a power function of the form w(s) = Cs™ for n € (0,1] and C
being some positive constant. This case is a generalisation of a linear discount function scenario.

3.3.31 o=0

Similarly to the case of a linear discount function, the functions W) (z) and 2 (z) solve

f"(z) = (Ae™ + B) f'(z) + De™ f () (3:29)
with A = %, B = % and D = C”Tﬂ’, while the initial conditions are the same as those

provided in (3.12) and (3.13). Applying a substitution ¢ = %e”’” and F(t) = f(x), we transform
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Figure 3.7: Comparison of the constant ¢z e and the ratio of Z(z) and W (z) for a
linear discount function w(s) = Cs (n(z) = Ce”) and for the following set of parameters: K = 20,
C=0.1,7=0050=02

into
tF"(t) + (b—t)F'(t) —aF(t) = 0, (3.30)

where b =1 — % and a = %. The general solution to (3.30) has the same form as provided in
(3.15). Therefore, for both the linear and the power discount function w, the form of the value
function V:Put(s) is identical.

3.332 A=0

As in the above case, the idea of finding the closed-form of the value function can be borrowed

from the linear case. This time, the functions W(gna)(:n) and Z(g{na)(m) satisfy the equation

f"(z) = Baf'(z) + (Doe™ + Eq) f(x)

with B, = —%(C + 0%a), Dy = 3—(; and E, = —0—22 (Ca + %QQQ), while the initial conditions

are of the form (3:2I) and (3.22). If we substitute t = 2\/=D,e™ and F(t) = e_%f(x), we

receive the Bessel differential equation for F'(t) with the solution
F(t) = Ky Juo(t) + KaYa(t).

Therefore, we have

fo) = %5 <K1JU (ZJT) K, <i¢T>) (3:31)
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_V Ba2+4Ea

where v = Y= = =, As in the previous section, we can show that the value function
that arises in thls scenario does not depend on «. Thus, for o = 0, - ) takes the form

o = (K200 )+ v (2 Due ) ).

Again, having exact formulas for generalised scale functions, we can easily represent the form of
vzput(s, 0,u) and maximise it with respect to u to derive the value function V: Put( ).

3.3.4 Other discount functions
(n™

For some discount functions w we cannot find the analytical forms of W (z), Z(D (), Wy )(x)
and Zc(yna)(a?). These functions are solutions to the ordinary differential equations that occur in
Theorem |6l Thus, we cannot also explicitly identify the value function Xput (s). In this situation,
we can proceed with a numerical analysis of these equations. We apply the approach explained

in Subsection B.1.21

3.34.1 o=0

As we mentioned at the beginning of this section, we cannot always get the analytical solutions
to the generalised scale functions W™ (z), 20 (z), Wéna)(x) and Zc(yna)(x). This is the case,
for example, when o = 0 and the discount function is of the form w(s) = C arctan(s) for some
positive C. Then, we can only generate these functions numerically. Figure[3.8| presents the value
function V' Put( ) for both w(s) = C's and w(s) = C arctan(s), respectively. Since for all positive
s we have s > arctan(s), we expect that the value function corresponding to w(s) = C arctan(s)
takes higher values than those for w(s) = C's. We can also note that the difference between these
functions increases with higher values of s, which is in line with economic intuition, since the
difference between w(s) = s and w(s) = arctan(s) also increases as s increases.

3.34.2 A=0

The case of A = 0 corresponds to the situation when the process X; from does not have
any jumps. Then, the function v{p,(s,0,u) takes the form (2.15). From a numerical point of
view, the problem is to choose a large enough value of « in - ) to obtain the final form of the
value function Aput(s). In this section, we avoid this problem by selecting discount functions
for which the value function is independent of the parameter «. In Figure [3.9 we can observe
the value functions for both w(s) = Cy/s and w(s) = Cy/s + Z for some positive Z, that is
we compare two discount functions that differ in a shift. This time, we can see that the value
functions obtained in this way also differ only in a shift, which is in line with financial intuition.

3.34.3 o>0and A >0

The most general case is when o > 0 and A > 0. Then, the value function V Put(s) corresponds

to formula (2.16)). For the linear discount function w(s) = C's, the functions W( )(z) and 2 ()
are the solutions to the following ordinary differential equation

f"(x) = Af"(x) + (Be" + D) f'(x) + Ee” f(x) (3.32)
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Figure 3.8: The payoff function and the value function V:put(s) corresponding to (3.9)) for both
w(s) = Cs and w = Carctan(s) and for the following set of parameters: K = 20, C' = 0.5,

r=0.05 \A=6, p=2.

with parameters of the form

A =2 + Y3,
B =C[Ya(v2 —3) — T173],
D= —7Y273,

E =C[Ya(v2 —73) + T1v2v3 — T173].

The initial conditions are as follows

wm(0) =0,
W(n)’(o) = Yoy + T373,
Wm" (0) = Toya? + Tays2

and
Zm(0) =1,
Zm'(0) = o,
20"(0) = C[Ta(y2 = 73) — T17s].

In turn, W&na)(az) and Zéna)(x) solve

() = Aaf" () + (Bae” + Do) f'(x) 4+ (Eae” + Fa) f(2)

(3.33)
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20.0 -

—— V/alue function - w(s) =CVs
17.5 - — V/alue function - w(s) =CVs +Z
— Payoff function
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o
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(1) 75 -
=)
3 s.0-
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0.0 -
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Stock Price

Figure 3.9: The payoff function and the value function Vip,, (s) corresponding to (3.18)) for both
w(s) = Cy/s and w = C/s + Z and for the following set of parameters: K = 20, C' = 0.005,
Z =01, r=0.05 0 =02

with parameters of the form

Aa = Yoy t Yas)

Bo = C[Yay(Yas — Yas) — TarVas]

Do = Yo, (Vas = Yaz)¥ (@) — 7273 + Ty Yas ¥ (@),
Eo = C[Yay(Yas = Yas) + TarYasYas — TaiYas) s
(Fo = —Y oy Yas Yas ().

The initial conditions are as follows
¥ (0) =0,
(Wa), =7 T
o (0) = TayYas + YTasVas,
(77&)” =7 2 T 2
e (0) = LYo + LTaszVas

and

z0"(0) =1,

20" (0) =0,

/!

207"(0) = € [z (e = Yas) = Ta Y]
In this case, we cannot identify explicit solutions to third-order ordinary differential equations
(3.32) and , so we are forced to use a numerical algorithm to generate the generalised scale
functions and hence the value function V%, (s).

Figure shows several graphs of the value function VAPut(s) for different values of the

parameter « together with the first and second components that occur in . We can observe
that a higher value of the a parameter allows us to obtain the value function we are looking for.

w
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Figure 3.10: The payoff function and the value function V:Put(s) corresponding to ([2.16)) for the

particular choice of o and w(s) = C's, and for the following set of parameters: K = 20, C' = 0.1,
r=0.05,0=02, A=6, p=2.



Chapter 4

Proofs

This chapter presents the proofs of the theorems and lemmas contained in Chapter [2 along with
their content, as well as auxiliary theorems and lemmas. We decided to leave the content of the
theorems from Chapter [2] unchanged, so the formulas from these theorems are characterised by
the numbering (2.x), and the rest of the formulas in this chapter by (4.x).

Before we prove the first important theorem in our thesis, that is Theorem [I]on the convexity
of V() , we show the convexity of a European option price V' (s, t) defined in (2)) with additional
Assumptions (B) and (C) presented below. This fact is stated in Theorem . Furthermore,
in this theorem, we formulate Lemma [4 and Lemma [5] on specific properties of the function
V§ (s, t). Then, we relax unnecessary conditions and formulate Theorem Ultimately, we
prove Theorem (I} which is based on showing an inheritance of the convexity of the value function
from the European option to the Bermudan option (Lemma @, and then the American option.
Then, we present the proof of the most relevant result in our work, i.e. Theorem [3] followed by
specific versions of it, namely Theorem [ and Theorem In the next proof of Theorem [6] we
show the derivations of ordinary differential equations that are satisfied by the generalised scale
functions defined in and . Lastly, we prove Theorem |7| about the HJB equation and
Theorem [ related to the put-call parity.

We state the following assumptions.

Assumptions (B)
There exist constants C' > 0 and o € (0, 1) such that

(B1) u(s,t) € C2H(RT x [0,T]);

s
)
(B2) o%(s,t) > Cs? for all (s,t) € R* x [0,T);
(B3) o(s,t) € Co* (R x [0,T]);
(B4) ~(s,t,2) € CZHRY x [0,T)) with the Hélder continuity being uniform in z;
(B5) |w(s)| < C for all s € RT;

(B6) w(s) € C2(RT);
(B7) g(s) is Lipschitz continuous;
(B8) g(s) € Co(RT).

Assumptions (C)
There exists a constant C' > 0 such that
(C1) |28 < O, | Z851| < € for all (s,1) € R x [0,T);
(C2) \%| < Cs, \%\ < < for all (s,t) € R* x [0,T];

o8



99

(C3) \%\ < Cs, ]%| < % for all (s,t,z) € RT x [0,T] x R;

(C4) |dL27(85)| < %, %\ < S% for all s € RT;

(C5) g(s) € Choy(RY).

Theorem 10. Let all the assumptions of Theorem[]] be satisfied. We also assume that Assump-
tions (B) and (C) hold. Then Vi§(s,t) is convex with respect to s at all times t € [0,T].

Proof. The first part of the proof proceeds similarly to the proof of [68, Proposition 4.1, p. 389].

Let
OV (s,)

ot

where A{ is a second-order linear differential operator of the form

LVE (s,t) = — ATVE (s,t) — Al VE (5,1) + w(s)ViE (s, 1),

O*VE (s, t) y OV (s, t)

ACVE (s, t) = B(s,t) 952 (s, t) 9

with 5(s,t) = UQ(QS’t) and A/ is an integro-differential operator given by

OV (s, t)

AV (s,t) = / (Vﬁj(s + (s, t,2),t) — V& (s,t) — (s, t, Z)as> II(dz).

R
Before proceeding further, we formulate two auxiliary lemmas.

Lemma 4. Let Assumptions (A) and (B) hold and assume that the stock price process Sy follows
(2.1). Then Vi (s,t) € Cat(RT % [0,T]) N Cpoi(RT % [0,T]) and it is the solution to the Cauchy
problem given by

{zvg(s,t) =0 (s,t) €R* x [0,T), (4.1)

V¥ (s,T) = g(s), s € RT.

Proof of Lemma[] First, we define the function f: RT — R of the form

_1 s
O

s, s € [2,00)

such that f(s) € C*(R") and f(s) > 0 for all s € RT.
Taking Y; = f(S;) and applying [td’s lemma on ({2.1]), we obtain

dYy = (Y, )dt + 6 (Yie, 1)dB; + / (Vi t, 2)i(dt, d2),
R

where

V.t 2) = F(FH W)+ (f T ).t 2) — v

We also define the function
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and

We can now verify that the functions ,u( t)
(2.5) from [122, Section 2, p. 4]. Let

u(y,t) == VE(f (), ).

From [122, Theorem 3.1, p. 11] it follows that v(y, t) is a viscosity solution to

{&@ﬁzfmw, (v:1) €Rx [0,7), 42)
v(y,T) = g(y), y €R,
where

< v &2 2 v

Bofyet) = -2 - DDy P L gy
with

ﬂ(y7t) = ﬂ(y’t) - /R;y(yvt’ Z)H(dz)

and

Flont) = = [ (oly+3000t2).0) = ol ) H(02).
Furthermore, using [122, Proposition 3.3, p. 10] yields that v(y,t) € C(R x [0,7]) and satisfies

[(ya,t2) = vy, 11)] < O+ [yal) b2 = t1]2 + [y2 — 1) (4.3)

for some C' > 0 and for all t1,ty € [0,7] and y1,y2 € R. Based on and the assumptions
made on 7, we can conclude that f(y,t) € Co(R x [0,T]) N Cpol(R x [0,T]). Then applying [86,
Theorem A.14, p. 222] give us the existence of a unique classical solution w(y,t) to such
that w(y,t) € C*YH(R x [0,T)) N Cpo1(R x [0,T]). In view of the fact that w(y,t) is continuous,
we can observe that f (y,t) is Lipschitz continuous in y, uniformly in ¢. Therefore, from [122]
Lemma 3.1, p. 9] we know that w(y,t) is also Lipschitz continuous in y, uniformly in ¢. From
the uniqueness result given in [122] Theorem 4.1, p. 14] we can deduce that v(y,t) = w(y, ).
Applying [86, Theorem A.18, p. 224| we find v(y,t) € Ci’l(]R x [0, T]). Returning to the original
coordinates, it follows that V¢ (s,t) € Ca™ (R x [0, T]) N Cpor (R x [0, 7)) and satisfies (@.1). O

Lemma 5. Let Assumptions (A), (B) and (C) hold and assume that the stock price process St
follows (2.1)). Then there exist constants n > 0 and K > 0 such that the value function Vi (s,t)
satisfies

O*Vi¥ (s, t) _

< n n
’832 ‘ < K(s "+ s")
for all (s,t) € Rt x [0,T].

Proof of Lemma [5 The proof follows in the same way as the proof of Lemma [l However,
this time we apply [86, Theorem A.20, p. 225] which guarantees the existence of a unique
classical solution w(y,t) to (4.2)) that satisfies w(y,t) € 02 1(R x [0,T7]). Therefore, going back

to the original coordinates, we conclude that Vi¥'(s,t) € Cﬁoll(]RJr [0,T7]). Therefore, there exist
constants n > 0 and K > 0 such that
‘82VE s,t)
0s?
for all (s,t) € RT x [0,7]. This completes the proof. O

‘<K s+ 8"
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We introduce the function u* : R* x [0,7] — R™ of the form
u“(s,t) = Vg (s, T —t)

and we prove the convexity of u“ (s, t) with respect to s. Note that it is equivalent to the convexity
of the value function Vi¢ (s, t) in s. Furthermore, based on Lemma 4] the function u“(s,t) solves
the Cauchy problem of the form

{Wa(f’t) = Lu“(s,t),  (s,t) € RY x (0,77,

'LLw(S,O) :g(s)u SERJra
where
5w B 0?u¥ (s, t) ou® (s,t) w
Lu“(s,t) = B(s,t)T + u(s,t)T —w(s)u®(s,t)

—|-/R (u“’(s + (s, t,2),t) —u’(s,t) — (s, t, Z)&LL;(;?IS)) I1(dz)

with B(s,t) = 02(25,15)_ Observe that by Lemma [5( there exist constants n > 0 and K > 0 such

that

0%u® (s, t)
Js?

‘ < K(s"+s") (4.4)

for all (s,t) € RT x [0,T7].
Let us now define a convex function & : RT — R* of the form

K,(S) — Sn+3 + S—n-l—l
with

d%k(s)
ds?

=(n+3)(n+2)s" +nn—1)s!
and

d*k(s)

ds*

d3k(s)
ds?

d*(Lk(s))  9?B(s,t) d*k(s) . _0B(s,t) d°k(s)
ds? 082 ds? Os ds3
92 d d &2
T AT
dw(s) d 42
() 2GR i) T

+/R <d2/<;(8 +d'5yz(s,t,z)) <1+W>2

L drls +9(s,8,2)) 9*y(s, 1, 2) d*k(s)
ds 0s2 ds3

0v(s,t,2)\ d*k(s 0%y(s,t,2) dr(s
—<1+2 7((‘3; )> ds(z)_ Vészt ) dg)>ﬂ(dz).

+ B(s,t)

- 7(87 t7 Z)

The assumptions we make on the coefficients p, o, v and the function w and their derivatives

imply that each component of the above expression grows at most as s"*! for large s and as

o . . d2
s~ 1 for small s. The same behaviour characterises d”;gs).
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In addition, we define the function 9 : R* x [0,T] — R given by

0% u(s,t) dw(s)\ dr(s)  d?w(s)
V(s 1) = < s> 2 ds > ds  ds? ~(s)
which also behaves as d2(§;(s)) at 0 and oo.

Hence, we claim that there exists a positive constant C' such that

2K S 2 AK/ S
c? dsg ) _d (552( T (4.5)

In the second part of the proof, we define the auxiliary function
u?(s,t) = u¥(s,t) + ee“k(s) (4.6)

for some € > 0.
We carry out a proof by contradiction. Then assume that u¥(s,t) is not convex. For this
purpose, we denote by A the set of points for which u¥(s,t) is not convex, that is

2,,w
A= {(s,t) eRT x [0,7T]: 8128(2&]5) < 0}
and we assume that the set A is not empty.

From Lemma |5 we know that u¥(s,t) satisfies . Due to this fact and using , we
claim that there exists a positive constant R such that A C [R™!, R] x [0,T]. This is a direct
consequence of the choice of u¥(s,t) in that diggs) grows faster than % for large and
small values of s.

Consequently, the set A is a bounded set. Since the closure of a bounded set is also bounded,

we conclude that the closure of A, i.e. cl(A), is compact.

Since a compact set always contains its infimum, we can define
to :=1inf{t > 0: (s,t) € cl(A) for some s € RT}.
From the initial condition, that is u“(s,0) = g(s) and the convexity of g, we have the following

2u¥(s,0)  d(g(s) +er(s)) _ d2k(s)
= >
ds? ds2 = €T 2 >0

for all s € RT. Therefore, we can conclude that ¢y > 0.
Furthermore, at the point where the infimum is reached, that is (so, to) for some sy € RT

¥ (s0, to)

0s? =0

2, w
This is a consequence of the continuity of the function 9 “55(;”5) in s. In addition, for ¢ € [0, %)

2,,w
we have %(so’t) > 0 and applying the symmetry of the second derivatives at t = ty, we derive

(92 8uw(30 to) 0 8%“(30 to)
£ I — 15 ) < . .
0s? < ot ) ot < 0s? ) =0 (47)
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Furthermore, at (so,tp) we also have

82(£u§’(30, to)) - 825(80, to) 82u?(80, t()) 65(80, to) a3u?(80, t())

+ 2

052 - 0s? 0s? 0s 0s3
64u§(so,t0) 32/L(So,t0) 8u‘g)(80,t0)
+ B(s0, t0) 0s* 0s? 0s
a,u(S(),t(]) 6211,?(80,750) 83U‘;(80,t0)
2 Z e\ Y
+ Os 882 + N(507t0) 883
d*w(so) dw(sp) Ou (so, to) 0%u¥ (0, t0)
T g (s0,%0) =2 ds 0s B W(SO)T
+ / 821@}(50 +’7(80,t0,2),t0) 1 + 67(807t072) 2
R 0s? Js
duZ (so + v(s0, to, 2), to) 82y(so, to, 2) PPu¥ (s0,t0)
+ 0s 052 v(s0 0, 2) 0s3
9v(s0,t0,2)\ 0%u¥(s0,t0)  0%v(s0,t0, 2) Ou(so,to)
- (142220 i) Zr S0 ) 11(d2).

. 82 w t 82 w t
Since 7“532520’ 0 — 0 and 7“55525 o)

84 w ot
% > 0. Thus,

.. 33 w t
has a local minimum at s = sg, we have W = 0 and

02(Lu (s0, to)) S 9?1u(s0, o) OuL (so,to)  d*w(so)

052 - 0s? 0s T ds? us (50, t0)
B 2dw(so) ou¥ (so,to)
ds O0s
+ / au‘&‘d(so + 7(807 t07 Z)? tO) 82’7(807 th Z)
R 0s 052

_ 9ug(s0,t0) 3*y(s0, 0, 2)
95 952 II(dz).

2, w
Since u¥ (s, tp) is convex in s and w = 0, applying (2.4]), we can conclude that the integral

52

part of the above expression is non-negative. Moreover, (2.5)) implies that

P(Luz(s0.10) - _ cn, <(32ﬂ<807t0> _ 2d”<3°>) drls0) _ d%(so)fﬁ(so)) — eeC0p(s0, tp).

0s? 0s? ds ds ds?
(4.8)
Combining (4.5) with and (4.8)) at (sg,to), we derive the following result
2 au‘:(SO,to) 4w Ct d? R
a2 (é?t — Lug (80,t0)> = ce 0@(0/1(80) — Lr(s0))
0% [0u¥(s0,t0) 4
> —eeC9(sg, to) > 952 (6815 — Lug (30,t0)>

which is a contradiction. It confirms that the set A is empty and thus u¥(s,t) is a convex
function. Finally, letting ¢ — 0 we conclude that u“(s,t) is convex in s for all ¢ € [0, T]. O

Using the same arguments as in the proof of [68, Theorem 4.1, p. 389|, we can resign from
Assumptions (B) and (C) in Theorem [10} that is the following theorem holds.
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Theorem 11. Let the assumptions of Theorem (1| hold. Then Vg (s,t) is convex with respect to
s at all times t € [0, 7).

We are ready to give the proof of our first main result, that is Theorem [I} We also recall the
content of this theorem.

Theorem 1. Let Assumptions (A) hold. Assume that the payoff function g is convex, w is
concave, the stock price process Sy follows (2.1)), and the following inequalities are satisfied

0%v(s,t, 2
Vész)fy(s,t, 2) >0, (2.4)
0?u(s,t) dw(s)\ OVE(s,t)  d*w(s)
_ — w > .
( 0s? 2 ds > 0s ds? VE(s,1) 20, (2:5)

where Vi¢ (s, t) is defined in (2). Then the value function V{(s) is convez as a function of s.

Proof of Theorem [1l As noted in [68, Section 7, p. 395|, under Assumptions [(A1)] for
each p > 1 there exists a constant C' such that the stock price process given in ([2.1)) satisfies

Es | sup |S¢P| < C(1+ sP).

0<t<T

Together with [(A5)|and [(A6)|it implies that the value function given by

VK’T(S’t) ;= sup ]Es,t [6_ ft'"w(Sw)dwg(ST)]
TE’ET

is well-defined, where 7,7 is the family of F-stopping times with values in [¢, T] for fixed maturity
T > 0. Moreover, we denote

VXT(S) = VXT(S,O).

Let us now define a Bermudan option with the value function of the form

V]s}a(sat) ‘= sup Es,t e ftTw(Sw)dwg(ST)} )
T€T=

where 7= is the set of stopping times with values in

Bz — {%(T—t)—i—t : n:0,1,...,25},
where Z is some positive integer number. To simplify the notation, we denote
Vi (s) :== Vi_(s,0).

In contrast to the American options, the Bermudan options are the options that can be exercised
in one of finitely many times.

Now, we show that Vi (s,t) inherits the property of convexity from its European equivalent
Vi (s,t). Next, we generalise this result to the American case V§(s).

Lemma 6. Let the assumptions of Theorem 1| hold. Then Vga(s,t) s convex with respect to s
at all times t € [0,T].
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As the possible exercise times of the Bermudan option become more dense, the value function
V. (s,t) converges to Vi (s,t). To formalise this result, we proceed as follows. For a given

stopping time 7¢ that takes values in [0, 7], we define
= :=inf{t € Bz :t > 7d}.

Then 7= € Bz is a stopping time and 7= — Tg almost surely as = — oo. Moreover, by the
dominated convergence theorem, we obtain the following

= TT
E, [em =Gty (s, )] ~ B [f (e (s >H

T
_ (72 _ 7o
< B, e JomwSuddug(g ) — = Jo" wSuldvg(g 1)l - 0
as = — o0o. Therefore, it follows that
lim inf Vg_ (s) > Vi (s)
E—o00 =
It is obvious that
VL (s) < VK, (s),
so we finally derive
VEL(s) = V&, (s)
as = — 0o. We take maturity T tending to infinity to receive our claim. O

Now we present the proof of the most significant result in our work, that is Theorem [3| with
its content.

Theorem 3. Assume that the stock price process Sy is described by (2.7) and w is a measurable,
bounded from below, concave and non-decreasing function such that

w(s) = ¢ for all s € (0,1] and some constant c € R. (2.8)
Then
. H)(s)
Vi (8; L u) = %”T)(Z)(K — Dy + (K = 8)Lsepu
AN
e _ JloglVv(logu—y) DV
—i—{/o /0 210 (K —e )r(s,u, 2)II(—z — dy)dz
_ im () (2@ (2Y Z¢ ) e (2
(= (Jim () (2859 () = oo e 759 (1) }1{”“}’
where

(w®)
lim Za (Z)

C p(w®) (w®) = — ay,
EANR YN 2300 a(w )(Z)



66 CHAPTER 4. PROOFS

and r(s,u, z) is given in ((1.20)).
If 1 = 0 then condition (2.8) is superfluous and

’UXPut (5) 0’ U’) (K - 5)]1{56[0 u}

{ / / — el (s, u, 2)II(—z — dy)dz

e (i, ()" (289 (2) =i 780 () o

Proof of Theorem [3. We recall the following exit identities
S =inf{t>0:X;<a} and of =inf{t>0:X;,>a}
for a € R. We also define the following
Ogp :=1nf{t > 0: X; € [a,b]}

for a < b and a,b € R.
From [108, Theorem 2.5, p. 3279 and [105, Corollary 2.1, p. 3276] we have

(n)
[ It dw, gt Oo] _ H ") (4.9)
) (a)’

E) |e [ 00 M) du, ;0 < OO] 2 () — Czm W (z), (4.10)
where ¢z pym = limz oo %)((Z)) and 7 is defined in (1.18]). In (4.9) we additionally assume
that n(x) = ¢ for all z <0 and some constant ¢ € R.

Denoting

7, =inf{t >0:5;, <a} and 7 :=inf{t>0:95;>a},
where S; = e**, we can conclude, from ([£.9) and (4.10]), that

A (s)

) (4.11)

o+
Eq [e_ of wiSw)dw, A4 oo] =
Es |:€ Jo! w(Sw)dw, T < oo] = 7W(s) - Cg(w)/W(w)W(w)(S),

Where w(s) = w(e®) = n(x) and the functions 2« (s), #(s), 7« (s) are defined in (L.14),

(15) and (LT0)

We consider three possible cases of the initial state Sy = s:

1. s < I: As the process S; is spectrally negative and starts below the interval [[,u], it can
enter this interval only in a continuous way, and hence 7;,, = Tl+ and Sy, = l. Thus, from
(4.11))

/UXPUE(S’lau) = ES e fO Sw dw. S l+ :l (K — l)

B A (s)
= W)(Z)(Kfl).
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2. s € [l,u]: If the process S; starts within the interval [/, u], which is an optimal stopping
region, we decide to exercise our option immediately, that is 7;,, = 0. Therefore, we have

prut(s, liu)=K —s.

3. s > w: There are three possible cases of entering the interval [I, u] by the process S; when it
starts above u: Sy enters [I, u] continuously going down, or jumps from (u,o0) to (I, u), or
Sy jumps from the interval (u,c0) to the interval (0,7) and then enters [I, u] continuously.

We can distinguish these cases in the following way

UXPut (s,l,u) = Es [ fo w(Sw) dw(K STl ) Ty < Tli} (4 12)
+ E, [ —foh dw(K SnW)iTy = Tl_} . '

To analyse the first component in (4.12)), note that

{ —Jo" " wlSw)du (¢ Sn)iTu <7 ] =, [efoTu_ WSudw( 5 )8, - € [l,u]]

= /u(K—z)ES [e J3 w(Su)dw, S, - € dz} + (K —u)Eq [ —J3 w(Su)du, ;S - = u] .
l u

Now we express the above formulas in the X; = log S; process. We recall that in (|1.18]) we also
introduced the function 7, (x) = n(x + logu). Then

E, { —Jo" wl(Suw) dw(K STlu);TJ<Tl_}

log u
—/1 (K — eZ)E(x)

g
Ogl logu

e Jo logu”(X“’)dw ;X - € dz]

o (X dw,
o Iy )w’X%guzlogu] (4.13)

log u—log! . o (Xu)d
:A (K - eogU7y)E(zflogu) |: fo (Xuw) v 0'(7 S dy:|
+ (K — U)E(z—logu |: fo Mu(Xuw)dw, X - = 0:|
From the compensation formula for Lévy processes given in [99, Theorem 4.4, p. 95| we have
o0
E@%wﬂ I ma(Xud, a56@]=/ P (2 —logu, )~z — dy)dz,  (4.14)
0

where () (x —logu, z) is the resolvent density of X; killed by the potential 7, and when exiting
the positive half-line, which is, by [I05, Theorem 2.2, p. 3278|, given by

(M)
0~ logu, ) = W)z — log ) lim WP o)z togu, 2).

Y—+00 ( )

Note that (") (log s — logu, z) = r(s,u, z) for r(s,u, z) given in (T.20)).
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To find E;_10g ) {e‘ 5o T (X )dw, o = 0] , we consider

f N (Xw) dw+aX _
]E(a:—logu) [ 0 70 Uo < OO] (4'15)
for some o > 0. Note that using the change of measure given in (|1.3)), it is equal to
ea(x—logu)Egg)_logu) [ fo na (Xw)d vy < oo] , (4.16)

where Eggilogu) is the expectation with respect to ngzlogu) and 1% (z) := ny(z) — ¢¥(a). From

(4.10) we know that

£ [ I e (X Yoy <oo} = 2 (2 —logu) — ¢

(z—logu) Q)W&ng)(l' —log u)

Z&"I&)/Wg'l
Moreover, observe that (4.15) can be written as

fo N (Xw) dw+aX _

_ (o0
]E(m—logu) [ 050, <oof = E(m—logu) |:6 Jo n“(X“’)dw;XUO_ = 0:|

Z 70 (X )dwtaX
0" u(Xw) OX <0

+ IE(ar:—logu) [6
Taking the limit o — oo and using (4.16)), we derive

lim eo(loeng®) [ I e, e oo] =E(_togu) {e‘ Jo* D o]

00 (z—logu
(4.17)
and, therefore, we have
E(x—logu |: fo Mu(Xw)dw, X — 0:|
(4.18)

= lim e™@log) (Z(”u)(x —logu) —

a—0o0

Zén%/wéna)W((yng)(x — log U)) :

Furthermore, the second component of (4.12)) is equal to
Tl
Es [6_ o w(Sw)dw(K S‘qu) u Tlf]

r %log l,log u
= = Jo BV n(Xw)dw (fr _ o Xowgia N S,
- IE(x) e o Y (K e e ’Ogu)’alogu = Ologl

_ E(x) -6_ fodlogl,logu ’V](Xw)d’LU(K _ exalogl,logu) X _ < log l:|
L logu

_ E(I) o fo logu ( )dw]E [ f logl,logu n(Xw)dUJ(K _ eXalogl,logu); XU_ < log l]]

logu

00
_ / E
logu—logl

> HO) (logu — ) o5
= K-DE,/._ 7f0 nu(Xw)dw._X _ed )
/logulogl H) (log 1) ( JE(s—log u) [e =Xy y

oq Ut X
e_ fO 0 nu(Xw)dwE(logu_y) [e_ fOl sl ﬂu(Xw)d’w(K —e o-ltgl)] ’ _Xo'o_ G dy]

(4.19)
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Now we have to express all the generalised scale functions in terms of S; as defined in (|1.14)—([1.17)

with = = log s and using (1.18)). Finally, using (4.12)) together with (4.13)), (4.14)), (4.17) and
(4.19) completes the proof of the first part of the theorem. If I* = 0, then we can proceed as

before, except that we do not need identity (4.11)), and hence condition ([2.8) is indeed superfluous.
O

The special cases of Theorem [3] that is Theorem [] and Theorem [5] along with the proofs,
are provided below.

Theorem 4. Assume that w is a bounded from below, concave and non-decreasing function. For
the Black-Scholes model with Xy given in (2.9), the function vxput(s, l,u) defined in s given
by

w h(s
Vipue (s, 1 u) = h((l))(K — Dlgecyy + (K = )1 seqpup
h(s)
K —u)l
+ h(u)( u) {s>u}>
where h(s) is a solution to
o?s?
?h”(s) +rsh/(s) — w(s)h(s) =0, (2.10)

which satisfies

h(S):K—,S, s € [l*7U*]7
, (2.11)
lim h(s) = const.
S5—00
Proof of Theorem [J] We prove that for the function h satisfying (2.10]), we have
h(ST ) Tl
By |—— e ot w(Suldwl — 4.20
R 20

Since the process S; is continuous in the Black-Scholes model, Sy, , equals [ or u, depending on
the initial state of S;. We can distinguish three possible scenarios:

1. s < I: As the process S; is a continuous process and starts below the interval [l, u], then
Ty = Tl+ and Sy, , = [. Thus, we get

o+
UXP‘“ (37 lju) = E, |:6 Jo! UJ(Sw)dw; STlJr _ l:| (K i l)
h(s) (4.21)
s
=—=(K-1).
2. s € [l,u]: If the process S; starts within the interval [[,u], which is the optimal stopping
region, we decide to exercise our option immediately, that is 7;, = 0. Therefore, we have

/UUAqut(S, lLu)=K —s. (4.22)

3. s > w: Similarly to the case where s < [, the process S; can enter [l,u] only through wu,
and thus 7, = 7, and S; , = u. Hence, we obtain

’L)Xput(s’l,u) = E, e_foTu W(Sw)dw;s = (K _ ’LL)

Tu

(4.23)




70 CHAPTER 4. PROOFS

Identities (4.21)), (4.22) and (4.23)) give the first part of the assertion of the theorem. Note that
boundary condition follows straightforwardly from the definition of the value function of
the American put option.

We are left with the proof of . Therefore, we consider the strictly positive function
h € C?(R*) C D(A) that is bounded by some positive constant C. Then by [119, Proposition
3.2, p. 771] the process

h(St) - s Gsseddw
h(s)

is a mean-one local martingale, whereas in the case of the Black-Scholes model, we have

Eh(t) =

o2s?
Ah(s) = ?h"(s) +rsh’(s). (4.24)
Observe that (4.24) is equivalent to (2.10) for
_Ah(s)
)= )

Let
T% =T ANM

for some fixed M > 0.
Applying the optional stopping theorem for a bounded stopping time, we derive

_h(S M) M
Tiw! — [T w(Sw)dw | _
h(S) e Jo ] 1. (4.25)

Es

We rewrite the left side of (4.25)) as the sum of the following two components

[R(S ar) i
I :=Eq L e Jo w(sw)dw;'rlu > M ’
h(s ’
-h(STM) TlAvIJ
I — Es lu _IO ™ w(Sw)dw, u < M.
2 h(S) € 7Tl7 —

We now prove that limp; oo [1 = 0 and limpy; o I2 € (0,00). Let us define the last time the
value function is positive by

Tast (K) :==sup{t >0:5; < K}.

It is easy to see that P (T% < Tast (K )) = 1. Then, from the boundedness of h, the lower
boundedness of w and the Cauchy-Schwarz inequality, we obtain the following

c C
< —WTlast (K) . — —WTlast (K)
IS g sEs [e T > M} ok [e Lo M}}

C
< h(s)\/E e 29mase ()] P, (71, > M),

where w := mingcg+ w(s). By [I7, Theorem 2, p. 546] we note that \/ES [e=20mast(K)] < oo0.
Thus, limy;_, [1 = 0. Moreover,

0<<-CE, [e—Wlast(K% T < M] .
h(s) ’
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Therefore, by (4.25) and the dominated convergence theorem, we get (4.20) as long as h is
positive and bounded. Finally, since Sy, , equals [ or u, the boundedness assumption could be
skipped. This completes the proof. O

Theorem 5. Assume that w is a non-negative, concave and non-decreasing function. For the
exponential Lévy model with X; given in (2.12)), we have | = 0. Furthermore,
(i) if c =0 and X\ > 0 then

ot = (K- 22 (49(2) o (). a1
(ii) if o >0 and A =0 then
ot = -2 (i (2 (3592) g i (). 21

(i13) if o > 0 and X\ > 0 then

w up (wu) f ( ) f
UAPut (S, O, u) (K - ) g - Cg(w) W(w)%
p+1 ( (u) / (u)) (2.16)
d (wir _ o o) (2
—u) (Jim (3)" (29 (3) = eqm e 49 (7))
where ()
Z)(2) Za” (2)
©) /5 li d (%) () = lim —————. 2.17
@ = Iz T At TN e (217)
The optimal boundary u* in (2.15) and (2.16|) can be determined by the smooth fit condition
(vxput)'(u*,O,u*) = -1,

while the optimal boundary u* in (2.14) can be determined by the continuous fit condition
v/"iput(u*,o,u*) =K —u*.

Proof of Theorem [5. From Theorem [I]and Remark [3]it follows that the optimal exercise time
is the first entry into the interval [I,u] and by Theorem the value function V' Put( ) is equal to
the maximum over [ and u of v Aput(s, l,u) defined in (3). We recall the observatlon that if the
discount function w is non-negative, it is never optimal to wait to exercise the option for small
asset prices, that is always [* = 0 in this case, and the stopping region is one-sided. Now we find
the function v{p,(s,{,u) in the case of (i) and (ii).

If ¢ = 0, due to the lack of memory of exponential random variable and using a similar
analysis to that used in the proof of Theorem [3| we have

+
UXPut (87 0, u) — E (K — 610gu*y) ES |:e fo Sw) T’l: < OO:|
u
K- . >E(m—logu) |: fo e Xw)dw oy < oo]

u
= <K -2 > (Z("“)(x —logu) = ¢z sy W™ (z —log U))

K= J) (29 (3) oo™ (3)).
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It completes the proof of part (i).
If o > 0, then

=+ o,
UXPut (S,O,u) =E (K _ elogu—Y) E(x—logu) |:e_ foo Uu(Xw)dw; (70_ < 00; XJO— < 0:|
_ % _
+ (K - U)E(Iflogu) I:e Jo ﬁu(Xw)dw; 0y < 005 XO_O— = O:| .

The first increment can be analysed as in the case of ¢ = 0. The expression for the second

component follows from (4.18)).
Finally, the smooth fit condition follows from Theorem [7] O

Theorem 6. We assume that the function £ is continuously differentiable. For the exponential
Lévy model with X; given in ([2.12]) we have
(i) Ifc =0 and A\ >0 or A =0 and o > 0, then W (z) solves

WO (2) = (11 + T2)E(@) +72) WO (@) + (11 + T2)€' (&) — 72 T1é(2)) WO (z)  (2.20)
with

(2.21)

WE(0) = Ty + Ty,
W(é)/(O) = (Y1 + Y2)%£(0) + Tao.

Moreover, the function Z&)(z) solves the same equation ([2.20) with

z©(0) =1, (2.22)
2©'(0) = (T + T2)£(0). |

(i) If & > 0 and X > 0, then the function W () solves

"

WO () = (y9 +v5) WO ()
F (Ta(ya — 13)E(x) — Y23 — 13 T1E(2)) WO (2) (2.23)
+ (T2(72 = 13)€ (@) + 127 T1€(@) — 1371€ (2)) WE(2)

with
W (0) =0,
WO (0) = Yoo + T3, (2.24)
WEO"(0) = Toya? + 3752

Moreover, the function Z©)(z) solves the same equation ([2.23)) with

z©'(0) =0, (2.25)
Z2©"(0) = Ta(y2 — 73)€(0) — 73T 1£(0).

Proof of Theorem [6] Assume first that o = 0. Then

W(z) = L1 + Toe?* (4.26)
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with 71 = 0. To produce the ordinary differential equation for W) (z) we start from equation

(1.14). Putting (4.26) there gives
WO ) = Y1+ Tae™ 4 Xy [ WOy + Tz [ D)Wy, (@20
0 0
Taking the derivative of both sides gives

/

WE () = Toy2e™® + T16(x)WE (2) + T3 (g(x)w@ (z) + 72 / : 2@V ¢ ()W) (y)dy) .

0
(4.28)
From (4.27) we have
1

/ 2@ (YW (y)dy = —
0 Ty
We put it in (4.28) and derive

W(é)/(ﬂf) = ((T1 + T2)é(@) + )W (2) — 12 T1 — 72Ty /Ox§(y)W(£) (y)dy.

(W@ (x) = T1 — Toe™® — T4 /0 ’ £<y>w<f><y>dy> .

We again take the derivative of both sides to get (2.20). From (1.14)), (4.26)) and (4.28) we derive
both initial conditions ([2.21)).

Similar analysis can be performed for the function Z©)(z) that produces equation and
its initial conditions (2.22). It completes the proof of case (i).

In the case where o > 0, observe that

W(x) =T 4+ Yo" + T3e3" (4.29)
with 4, = 0. Thus, from (T.14) W) (x) satisfies the following equation

WE (2) = T + T9e?2® + T3e73" +/ (T1 4 Toe2@Y) 4 Y@V )W (3))dy.
0
We simplify it by deriving

WO (z) = T + T9e?2® + T3 + T / ()W (y)dy
0

. - (4.30)
+ T2/O e'Y?(x_y)f(y)W(@(y)dy + T3/0 673(x—y)§(y)w(€) (y)dy.
In the next step, we take the derivative of both sides to get
W(g)/(m‘) = Yoy9e™2® + T334+ T1£(2)WE (z) + Ty (5(3:))/\/(5) (x)
o [T WOy ) + T (WO o) (4.31)
0

w [C WO ay ).

From (4.30)), we have
1

/ eBE (W (y)dy = - (W(f) (1) — Y1 — Toe??® — Y3eM”
0 3

T, /0 WO )y — 1 / " e (Wi <y>dy) .

0
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We put it in (4.31)) deriving
WO (@) = Ta(ra = 33)e" + (Y1 + T2 + T3)E@)W O (@)

+Ta(72 — 73) /0 V(YW (y)dy + 1 (2) — 13T (4.32)

T /0 WO (y)dy.
Taking again the derivative of both sides, we obtain
WO (@) = Ta(h2 = 1)726™" + (T1 + T2+ Ta) (€ (@)W O (@) + )WV (2)

# Talrz = 2a) (@MW O@) 422 [ IeIWO ) + 22 (@) (459

— 13 Y1E(a)W O ().
From we have
z 1 /
72(2=) ¢ ((NWE (1)) dy = w(®) -7 — Y2
/0 e §(y)W™ (y)dy Tt —5) ( () — Ta(y2 —y3)e

T1+T2+T3)§( )W@’( ) — WO () + 374

+7371 / &y )
We put it in (4.33) to get

WO (@) = (T1 + T+ T3)(€ (@)W (@) + (@)W (2))
+ To(y2 — 3)€(x)WV © ()
+ 92 (WO (2) = (1 + T2 + Ty)g ()W () — W (2)

+7v3T1 + 37Ty 5( WO (y )dy>

+ W@ (z) — fmlf(x)w@ ().

Taking again the derivative and simplifying, we have the following
WO () = (m s 4 Te)() + o+ 73) WO (2)
+ (20004 Ta 4 Y€/ ) 4 Yol — 1060a) = (T2 + Yo + Ta) (o) —
- VsTlf(x))W(@/(%) + <(T1 + To + Y3)" (z) + Ta(r2 — 13)€ ()
—72(T1 4+ T2+ T3)& (z) + 1231 (x) — ’)’3T1§I(37)>W(£) (z).

Ultimately, taking into account the fact that W (0) = 0, we conclude that T; + Yo + Y3 = 0.
Therefore, we obtain the equation we wanted to prove. From (4.29) and (1.14) we have

W(g)(O) =T+ YT +7T3=0.
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From (4.32) it follows that
/
WE(0) = Yoy + T373 + (Y1 + T2 + T3)%€(0) = Tayz + Y373
Finally, from (4.33) we have

WO (0) = Toya(v2 — 73) + (T1 4 T2 + T3)(€ IWE(0) + £(0)WE(0))
+ Ta(r2 = 13)EO)WO(0) + WO (0) — 13 T1£(0)W ) (0)
= T2’722 + Tg’)/32.

The analysis of Z()(z) can be done in the same way. It completes the proof. O

Theorem 7. Assume that the asset price is a spectrally negative exponential Lévy process ([2.7)).
Let w be a concave function bounded from below with the opposite monotonicity to the payoff
function g. Assume that V{(s) € D(A) and g(s) € CY(RT). Then V{(s) uniquely solves the
following HJB system
AVE(s) (VR (s) =0, s ¢ 1%, u), 226)
VX}(S):Q(S)v s € [l*7U*]
Moreover, if 1 is reqular for (0,1) and for the process Sy, then there is a smooth fit at the right
end of the stopping region
(VE) (u") = g'(u").
Similarly, if 1 is reqular for (1,00) and for the process Sy then there is a smooth fit at the left
end of the stopping region
(VX)) = g'(I").

Proof of Theorem [7. From the fact that V{(s) € D(A) and that the Lévy process X is right-
continuous and left-continuous over stopping times, we can conclude, using classical arguments,
that V' (s) solves uniquely equation (2.26), see [120, Theorem 2.4, p. 37| and [52] for details.
More formally, our function as a convex function is continuous in a whole domain. Since our
boundary is sufficiently regular, we know that the Dirichlet/Poisson problem can be solved
uniquely in D(A). This solution can then be identified with the value function V{(s) itself using
stochastic calculus or infinitesimal generator techniques in the continuation set; see [120] p. 131]
for further details. Similar considerations have been made only for a local operator A in [137,
Theorem 1, p. 1022|. Note that we can handle the non-local case of A only due to proving
the convexity of the value function first. We are left with the proof of the smoothness at the
boundary of the stopping set. We prove this at «*. The proof at the lower end [* follows exactly
in the same way. We choose to follow the idea given in [102], although one can also apply [52]
or arguments similar to those given in [53].
Suppose then that 1 is regular for (0,1). Since V{(s) > g(s) and V§'(u*) = g(u*), we have

VR +h) - VE@") _ gu”+h) —g(u’)
h - h '

Hence Vo R —_—
lim inf A (’LL + ) — VA (’LL )
h—0Tt h

> g'(u").
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To get the opposite inequality, we introduce
T = inf{t > 0: S € [I*,u"]|So = u* + h}.

From the assumed regularity, we have 7, — 0 a.s. as h — 07. Furthermore, from the Markov
property, we have

V/f(u*) >R, |:€_ [T w(Sw)dwg (‘S’Th):|

Then by |(A6)| and the space homogeneity of log Sy,

— [Th w ) dw — [T w(Syw)dw
Ve ) = Ve B [ O (5] By e Sy ()

h - h
_ E, [6_ I w(Sw)dw g ((u* + h’)STh):| — [67 I w(Sw)d’wg (U*ST)]
- h
and
—}

where we use the fact that ¢ is continuously differentiable at «* in the last step. This completes
the proof. O

Theorem 8. Assume that (1) < oo. Let 0 <1 <wu < K. Then we have the following

- (K uK
UXCaH(Sa Ka <7 g, Ha l7 U) = U}Z(;‘Zt (K7 S, _C7 g, H7 ?7 u8> ) (227)

where

(dz) = e *TI(—dz), (2.28)

Moreover, if the assumptions of Theorem |1| hold for the function 9V then the American call
option admits a double continuation region with optimal stopping boundaries I} and u} such that

L (2.29)

where [* and u* are the stopping limits for the put option.

Proof of Theorem [8 We recall that

UXCHH(S,K,C,U, I, 1, u) = Eg [e‘ Joh W(Sw)dw(g

Tl,u

— K)Jr}

)

_ E(:p) |:67 foologl,logun(Xw)dw(eXalogUOgu _ K)Jr}

where x =log s and 0og110gw = inf{t > 0 : X; € [logl,logul}.



By our assu

see (1.3]). Then

7

(1)

mption for the general Lévy process X, we can define a new measure P(é) via

(1)
d]P’(O)

Fi

— Xe—v ()t

E(x) [e_ foalogl,logu n(Xw)dw<eX°'logl,logu _ K)+]

e

(&

1)
== UAPut

where S; = Xt

e

(

- fo log Llog u (n(Xw)—T/)(l))dweXUlogz,1ogu_¢(1)Ulogl,log u (1 _ Ke_Xalongg " )+:|

9logl—z,logu—=x

0
(e

(4.34)

Tl

bt

uK
B

(X +a) =P (1D)dw (oo _ Ke—X%glfz,logHy]
dw
Yo - >+]

and X; = —X; is the dual process for X; and from [53, [74), 119] it follows that
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under ]P’E(l)g it is again the Lévy process with the triple (—¢, o, f[) for II defined in (2.28). It

completes the proof of identity (2.27). From general stopping theory, we know that the optimal
stopping region for the call option is of the form 7. = inf{¢t > 0 : S; € D.} for some stopping
set D, see [120), Theorem 2.4, p. 37|. Performing the same transformation as in (4.34) with 7.

instead of 77,

we can conclude that the optimal stopping time for the call option is the same

as the stopping time 7% = inf{t > 0 : S, € D} for the put option (replacing Tix ux in this

transformation

on the right side), where D = {#& and =z € D.}. However, from Theorem

we know that the optimal stopping time for the put option is the first entry time to some optimal

interval. Thus,
option is of the

from the above considerations, it follows that the stopping region for the call
same type as for the put option. Therefore, (2.29) is a consequence of (2.27). [



Conclusions

In this thesis, we provided an analysis of a perpetual American option with asset-dependent
discounting. We focused mainly on the put option and derived several results related to this
instrument. Our findings extend results known from the classical theory of option pricing. The
foundation of our work is the assumption of a robust and functional dependence between the
discount rate and the asset price. The optimal stopping problem considered in our research
could provide a field of application in many branches of mathematics and other sciences, not
only related to financial applications.

Our main goal of this dissertation was to derive a closed-form expression of the value function
for the option analysed in the case where the asset price is modelled by a spectrally negative
exponential Lévy process. To this end, we proved a number of auxiliary theorems and lemmas,
starting with the convexity theorem of the value function. Thanks to the assumptions on the
payoff function and the discount function, the convexity of the value function is satisfied, which
allowed us to infer the form of the optimal stopping time in our problem. This key step enabled
us to obtain the closed-form of the function vxput(s,l,u), whose maximisation with respect to
the parameters [ and u leads us to the value function we are looking for, denoted as VX’PM(S).
In the second part of the work, we obtained specific cases for the value function in the case of
the Black-Scholes model and the exponential Lévy process with downward exponential jumps.
The final theoretical results in the dissertation are those related to the Hamilton-Jacobi-Bellman

system and the put-call parity.

Lastly, we presented several examples in which we analytically or numerically determine the
value function V/‘;put(s) for different discount functions. For the Black-Scholes model, we consid-
ered the interesting case of a negative discount function. This scenario generates an untypical
double continuation region. In turn, for the exponential Lévy process with downward exponential
jumps, we took into account a few positive discount functions and presented analytical formulas
of the value function together with its figures. These cases required solving differential equations
to obtain generalised scale functions, which are contained in the formula for the value function.
Due to the complexity of these equations, we presented two approaches to solving them, analytic
and numerical. We verified that they return the same expected figures.

The results of this dissertation open up many directions for the future research. We would like
to highlight here the most prospective or expansive ones. It is tempting to analyse other discount
functions, for example, when w is a random function or just a random variable dependent on
the asset process S;. One can take other processes as a discount rate where the dependence
is introduced not only via correlation between Gaussian components but via a common jump
structure. This jump dependence is crucial, since crashes in the market affect a large portion
of business at the same time, see e.g. [38]. Another direction to extend our problem is to take
a Poisson version of American options, where exercise is possible only at independent Poisson
epochs. The first attempt at classical perpetual American options has been already made in
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[118]. We believe that the present analysis can be generalised to this set-up. Moreover, it would
be good to work out details for different payoff functions, hence for various options, like barrier,
Russian, Israeli or Swing options. Another concept for research is to take into account Markov
switching markets and to use omega scale matrices introduced in [49]. We expect that in this
setting the optimal exercise time is also the first entrance time to the interval which ends depend
on the governing Markov chain.
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